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Abstract

Fluid-structure interaction problems arise in many application fields such as flows around
elastic structures or blood flow problems in arteries. One method for solving such a problem is
based on a reduction to an equation at the interface, involving the so-called Steklov-Poincaré
operators.

This interface equation is solved by a Newton iteration for which directional derivatives
with respect to the interface perturbation have to be evaluated appropriately. One step of
the Newton iteration requires the solution of several decoupled linear sub-problems in the
structure and the fluid domains.

These sub-problems are spatially discretized by a finite element method on hybrid
meshes containing different types of elements. For the time discretization implicit first order
methods are used. The discretized equations are solved by algebraic multigrid methods for
which a stabilized coarsening hierarchy is constructed in a proper way.

We developed a draft implementation of a grid-enabled solver for this fluid-structure
interaction problem. A recently designed Client/Server model under the grid environment
is used. The interface equation is solved on the server grid node, while the fluid and the
structure sub-problems are solved independently on client grid nodes.
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Zusammenfassung

Die Fluid-Struktur-Interaktion (FSI) kommt in vielen Anwendungen vor. Die Strömung
um elastische Strukturen in technischen Anwendungen oder der Blutfluss in Arterien seien
hier als Beispiele genannt. Eine Methode zur Lösung derartiger FSI-Probleme basiert auf
der Reduktion der beschreibenden partiellen Differentialgleichungen auf eine nichtlineare
Interface-Gleichung, die so genannte Steklov-Poincaré-Operatoren enthalten.

Diese nichtlineare Interface-Gleichung wird nun mit einem Newton-Verfahren gelöst.
Die im Newton-Verfahren benötigten Ableitungen, die so genannte Gebietsableitungen ent-
halten, sind geeignet zu berechnen. Ein Newton-Schritt erfordert die Lösung verschiedener,
entkoppelter, linearer Teilprobleme in der elastischen Struktur und im Strömungsgebiet.

Zur Ortsdiskretisierung dieser verschiedenen Teilprobleme werden spezielle Finite-Elem-
ente-Methoden auf hybriden Netzen entwickelt und analysiert. Diese hybriden Netze enthal-
ten im Allgemeinen verschiedene Elementtypen. Die Zeitdiskretisierung wird mit impliziten
Methode der Konsistenzordnung 1 realisiert. Die entstehenden linearen Gleichungssysteme
werden mit Algebraischen Mehrgitterverfahren gelöst, wobei strömungsseitig ein spezielles
Algebraisches Mehrgitterverfahren mit einer geeigneten Stabilisierungstechnik für die Grob-
gittermatrizen entwickelt wurde.

Die entwickelten Algorithmen sind bestens für das Grid-Computing geeignet. In der
Arbeit wird ein kürzlich entwickeltes Client/Server-Modell innerhalb einer Grid-Umgebung
diskutiert und pilotmäßig umgesetzt. Dabei wird die Interface-Gleichung auf dem Master-
Node und die Teilprobleme im Fluidgebiet und im Strukturgebiet unabhängig voneinander
auf verschiedenen Slave-Nodes des Grids behandelt.
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Chapter 1

Introduction

1.1 Overview

1.1.1 Fluid-structure interaction solvers

Fluid-structure interaction (FSI) describes a large range of physical problems from aeroelastic
problems, such as airflows around rigid or deformable structures, to haemodynamics, for
instance blood flow in large arteries. More and more interests are arising in this class of
problems in many technical applications since a long time (see, e.g. [118, 46, 48, 108, 65,
115, 149, 145, 117, 150, 175, 165, 56]). Recently, FSI simulations have been successfully used
in life science as well. For instance, blood flow simulations are among the most interesting
and challenging applications in this field (see, e.g. [128, 129, 130, 43, 52, 126]).

To solve fluid-structure interaction problems, two main strategies are studied recently.
The first one is the so-called monolithic method, see recent examples of such an approach,
for instance, in [136, 76, 75, 13, 54, 16, 104]. In this method, the structure and fluid sub-
problems, the boundary conditions, and the interface conditions are all included in one large
system of equations. Solvers for this system are usually less modular than solvers based on
a partitioned approach, which will be discussed next.

In order to reuse existing structure and fluid solvers which are usually developed and
available at hand, another popular method for solving the interaction problem, the so-called
partitioned (segregated) approach were investigated (see e.g. [104, 114, 52, 43, 15]). This
partitioned approach is based on subsequent solutions of the structure and fluid sub-problems
and allows the use of specially designed existing codes for the structural and fluid fields.

In this thesis, we will use the second approach. For the structure and fluid sub-problems
algebraic multigrid solvers were developed. Furthermore, the partitioned approach is very
well suited for grid computing which will be stressed in Subsection 1.1.4.

In aeroelastic simulations (see [49, 48, 124]), where the structure density is much greater
than that of the fluid, loosely coupled (explicit) algorithms are successfully used to achieve
convergence (see [59, 122, 123]). This approach solves the structure problem and the fluid
problem only once (or just a few times) per time step. However, in the blood flow simulations
where the structure and the fluid densities are of the same order and if the domain has slender
shape (see [38]), a major drawback of the loosely coupled method in terms of accuracy and
stability problems can occur due to the so called added-mass effect (see [38]).

The stability of numerical simulations of fluid-structure interactions for the blood flow
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2 CHAPTER 1. INTRODUCTION

relies heavily on the accuracy in solving the nonlinear coupled problems at each time step
(see [44, 109, 108, 118, 148, 43, 115]). Under this situation, numerical experiments show that
this requires fully (strongly) coupled schemes in order to ensure stability of the methods, see
[44, 52, 43].

Simple strategies to solve the resulting nonlinear problems in each time step are fixed-
point based methods (see [10, 39]). However, these methods suffer from very slow convergence
and in some cases may fail to converge, see [115, 116, 117, 70].

Recently, the use of Newton-type methods is suggested for their fast convergence in
[52, 42, 107]. All these methods are based on the evaluation of the Jacobian (see [149])
associated with the fluid-solid coupled state equations. The critical step consists in the
evaluation of the Jacobian (see [149]), which expresses the sensitivity of the fluid state to
solid motions. This evaluation can be approximated using finite difference approximation
of derivatives (see [149]) or other simple operators (see [149, 65, 42, 66]). In both cases,
such approximation might seriously deteriorate the convergence rate, see [149]. A Newton
method with exact Jacobian has been investigated theoretically and experimentally in [52],
based on shape sensitivity calculus (see [144]). This method shows for some model cases the
superiority against approximated versions of Newton’s method, see [52].

1.1.2 Extension of linear elements for sub-problems on hybrid meshes

This partitioned approach requires robust solvers (see, e.g. [132, 161]) for the structure and
fluid sub-problems on sub-domains which are triangulated by Octree based hybrid meshes
(see [89, 81, 147, 87, 86, 8]) arising mainly for computational fluid dynamics applications.
The finite volume discretization on such hybrid meshes and its application to incompressible
Navier-Stokes equations and fluid-structure interaction problems have been investigated in
[8, 87].

In this work, we investigate the finite element discretization based on these hybrid
meshes and its application to the structure and the fluid sub-problems. In particular, we
extend the standard P1 linear element on pure tetrahedral meshes to an extended linear ele-
ment (macro-element) on hybrid meshes which consists of four elements types: tetrahedron,
hexahedron, prism and pyramid.

It turns out that the finite element space we constructed on the hybrid mesh is a subset of
the space spanned by standard hat functions. The error estimates can be shown by properly
chosen interpolation operators. This extended linear element can be applied to the structure
sub-problem in a straightforward way.

However, for the fluid sub-problem, we are not able to directly apply this extended
linear element for the velocity and pressure components due to two sources of instability:
the discrete inf-sup condition (see [35]) and the dominating convection (see [23]).

In order to overcome the inf-sup instability, we use this extended P1 element for the
velocity and pressure spaces, enriched with sufficiently many bubble functions for the ve-
locity space. In this work, we have analyzed this method by explicitly constructing the
so-called Fortin operator (see [35]) on the hybrid mesh. The additional degrees of freedom
are eliminated by static condensation, which, for simplicity, is presented only for the Stokes
problem.

For the implementation, we adopted another approach, namely, a combination of the
pressure stabilization Petrov-Galerkin method (PSPG) and the streamline upwind Petrov-
Galerkin method (SUPG), which overcome the instability caused by those two effects, re-
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spectively. This approach has been introduced and applied to the Oseen and Navier-Stokes
problems in [36, 133, 82, 23, 103, 152].

1.1.3 Algebraic multigrid solvers for sub-problems

In order to solve the large linear(ized) systems arising from the stabilized finite element
discretization, we will apply algebraic multigrid (AMG) methods. For an overview of the
general technique and various applications we refer, for example, to [132, 145, 146, 135, 90,
153]. The AMG for solving the structure problem can be found in [156, 94, 69, 153, 95].

For the application of AMG to saddle point problems, the first trial is the segregated
approach, i.e. to use a classical method (Uzawa, SIMPLE, etc) for an outer iteration and
to apply AMG method to the resulting elliptic problems (see [145, 68]). A second approach
is the coupled or all-at-once approach where an AMG method for the whole saddle point
system must be developed (see [161, 163, 162]) which can compete with or is even superior
to classical approaches. The related technique has been investigated in [161, 163, 162, 167,
131, 22, 6, 143]. In particular, in [161], M. Wabro investigated this coupled AMG technique
applied to the numerical solution of the incompressible Navier-Stokes equations.

If one applies the coarsening strategy using black-box AMG solvers to the whole system
in a straightforward way, it will lead to a mixture of velocity and pressure components on
coarse levels. Therefore, an important feature of the coupled AMG for the saddle point
problem is to coarsen the velocity and pressure unknowns separately. This issue has been
addressed in [161, 163, 162].

Another key point in the coupled AMG method for the saddle point problem, in partic-
ular, for the fluid problem, is to construct (only with pure algebraic information) stabilized
systems which satisfy the inf-sup condition on all coarser levels. In [161, 163, 162], M. Wabro
has shown how to construct stabilized hierarchy for P1isoP2-P1 element, MINI-element and
P nc

1 -P0 element.
In this thesis, we extend the ideas from the previous work of M. Wabro and show how

to construct a stabilized P1-P1 hierarchy for the AMG solver of the fluid sub-problem on the
hybrid mesh.

1.1.4 Simulations on grid computing environment

The partitioned approach for solving the fluid structure interaction problem is well suitable
to the grid computing (see [58, 51, 57, 41, 125, 112, 160, 28]) since this method is based on
efficient, robust and fast solvers for each of the sub-problems (fluid and structure), which
is the main cost of this type of algorithms and can be distributed and parallelized to many
processors under the grid environment, see [99, 100].

Since the early 1990s, the term grid computing has appeared in Ian Foster’s and Carl
Kesselman’s seminal work, “The Grid: Blueprint for a new computing infrastructure”, see
[3]. Grids offer a way to solve Grand Challenge problems such as protein folding, financial
modeling, earthquake simulation, and climate modeling.

Under the grid environment, the large scale numerical simulations can be performed
in a more efficient way because of its huge computational and memory storage resources,
e.g. its applications in computational fluid dynamics (CFD), see [173, 102, 98], in artery
flow dynamics, see [128, 129, 130], in human eye simulations, see [106, 166, 113, 37] and in
fluid-structure interaction problem, see [99, 100, 97, 101].
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In this work, we developed a grid-enabled solver using the numerical method proposed in
Chapter 3 for the fluid-structure interaction problem under the Austrian Grid environment
(see [1, 20, 134]), see details in Section 6.4.

1.2 Outline

The thesis is organized as follows.
Chapter 2 contains the preliminaries concerning the functional analysis and some results

on Sobolev spaces which are needed in the next chapters. All these results are standard from
the textbook, and hence no proof are provided for them.

In Chapter 3, a domain decomposition based Newton method for solving the inter-
face equation, the so-called Steklov-Poincaré equation, is described in detail. This requires
evaluation of the derivatives of introduced structure and fluid operators.

Chapter 4 deals with the extension of the P1 element to hybrid meshes. This extended
element will be applied to each FSI sub-problem. For the fluid sub-problem, due to instabili-
ties caused from the violation of the discrete inf-sup condition (see [35]) and the dominating
convection (see [23]), special treatment must be taken into account. We describe two methods
to overcome these difficulties.

Chapter 5 is devoted to the construction of efficient AMG solvers for the structure and
fluid sub-problems arising from the fluid-structure interaction problem. The main task of
this chapter is to construct a stabilized P1-P1 hierarchy on hybrid meshes by proper scaling
on some sub-blocks from the saddle point system.

Chapter 6 presents some numerical results. Their task is to show numerically the be-
haviour of the discretization error on the hybrid meshes, the robustness of AMG solvers for
the sub-problems, and the Newton convergence for the FSI simulation, which illustrate the
theoretical results from previous chapters. As an application of grid computing to the fluid-
structure interaction simulation, we described a grid-enabled solver for the fluid-structure
interaction problem, for which a recently designed Client/Server (CS) model under the grid
computing environment is presented. We use the numerical method from Chapter 3 where
the whole problem is reduced to solving the interface equation requiring solutions of the fluid
and the structure sub-problems independently (i.e. in parallel) solved on the corresponding
client grid node.



Chapter 2

Preliminaries

This chapter contains the preliminaries for the thesis. Note, throughout the thesis, we will
not distinguish between scalar values (functions) and vector values (functions) in characters.
For matrices we use capital letters (A, ...) or component-notation A = (aij).

For a comprehensive introduction to functional analysis and Sobolev spaces we refer to
[7, 174]. We only mention some spaces and the related properties which are needed for the
proofs in the next chapters.

We assume that set Ω ⊂ Rd, d ≥ 2 is an open and bounded domain with Lipschitz
boundary Γ = ∂Ω.

2.1 Operators

For vectors u = (u1, ..., ud)T and v = (v1, ..., vd)T , we introduce the following products:

• scalar product: u · v =
d∑
i=1

uivi,

• tensor product: u
⊗
v = (uivj)i,j=1,...,d.

For vector fields u = (u1, ..., ud)T : Ω→ Rd and v = (v1, ..., vd)T : Ω→ Rd, we introduce the
following differential operators:
• gradient: ∇u =

(
∂ui
∂xj

)
i,j=1,...,d

,

• divergence: divu =
d∑
i=1

∂ui
∂xi

,

• convection: (u · ∇)v =

 d∑
j=1

uj
∂ui
∂xj


i=1,...,d

,

• vector Laplace: ∆u = div(∇u) =

 d∑
j=1

∂ui
∂xj


i=1,...,d

.
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2.2 Function spaces

Let Lp(Ω) denote the space of all measurable functions on Ω whose pth power is integrable,
equipped with norm

‖u‖Lp(Ω) :=


(∫

Ω |u(x)|pdx
) 1
p , if 1 ≤ p <∞,

ess sup
x∈Ω

|u(x)|, if p =∞. (2.2.1)

If u and v are in the space of locally integrable functions for some open set Ω, we say that
v is the αth-weak derivative of u if∫

Ω
uDαϕdx = (−1)|α|

∫
Ω
vϕdx (2.2.2)

for all ϕ ∈ C∞0 (Ω), i.e. for all infinitely differentiable functions ϕ with compact support in
Ω.

The Sobolev space W k
p (Ω) is defined as the vector space of functions whose weak deriva-

tives up to a given order k are in Lp(Ω), equipped with the Sobolev norm ‖ · ‖Wk
p (Ω) for

k ∈ N0

‖u‖Wk
p (Ω) :=



∑
|α|≤k

‖Dαu‖pLp

 1
p

, if 1 ≤ p <∞,

max
|α|≤k

‖Dαu‖L∞(Ω), if p =∞,

(2.2.3)

which consists of the Lp norms of the function itself as well as its weak derivatives up to a
given order k. Here α = (α1, α2, ..., αd) is a multiindex and |α| = α1 + α2 + ...+ αd.

The Sobolev seminorm | · |Wk
p (Ω) for k ∈ N0 consists of the Lp norms of the highest order

derivatives,

|u|Wk
p (Ω) :=



∑
|α|=k

‖Dαu‖pLp

 1
p

, if 1 ≥ p <∞,

max
|α|=k

‖Dαu‖L∞(Ω), if p =∞.

(2.2.4)

For a Lipschitz domain Ω, we have the following property:

W k
p (Ω) := C∞(Ω̄)

‖·‖
Wk
p (Ω) , (2.2.5)

where C∞(Ω̄)
‖·‖

Wk
p (Ω) denotes the closure of C∞(Ω̄) with respect to the norm ‖ · ‖Wk

p (Ω) for
k ∈ N0.

In particular, for p = 2, W k
2 (Ω) is a Hilbert space, also denoted by Hk(Ω), with the

inner product

〈u, v〉Hk(Ω) :=
∑
|α|≤k

∫
Ω
Dαu(x)Dαv(x)dx. (2.2.6)

To derive some approximation properties of piecewise polynomial spaces, we need the fol-
lowing result, see [33, 40].
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Lemma 2.1 (Bramble-Hilbert Lemma). For k ∈ N0, let l(·) be a linear functional on
W k+1

2 (Ω) satisfying
|l(v)| ≤ cf‖v‖Wk+1

2 (Ω) for all v ∈W k+1
2 (Ω), (2.2.7)

i.e. l(·) belongs to the dual space [W k+1
2 (Ω)]∗ of all linear and bounded (continuous) func-

tions. If additionally, l(v) = 0 holds for all v ∈ Pk, where Pk(Ω) denotes the spaces of all
polynomials of degree less than or equal to k defined in Ω, then we have

|l(v)| ≤ c(cp)cf |v|Wk+1
2 (Ω) (2.2.8)

for all v ∈W k+1
2 (Ω), where the constant c(cp) depends only on the constant cp of the Poincaré

inequality (see also Theorem 2.3)∫
Ω
|v(x)|2dx ≤ cp

([∫
Ω
v(x)dx

]2

+
∫

Ω
|∇v(x)|2dx

)
. (2.2.9)

2.3 Inequalities

The Cauchy’s inequality for vectors is given by(
n∑
k=1

akbk

)2

≤

(
n∑
k=1

a2
k

)(
n∑
k=1

b2k

)
(2.3.1)

where equality holds for ak = cbk with c ∈ R. It can be written in vector form as

|a · b| ≤ ‖a‖‖b‖, (2.3.2)

where ‖ · ‖ denotes the Euclidean norm.
The Cauchy-Schwarz inequality in L2(Ω) reads∣∣∣∣∫

Ω
u(x)v(x)dx

∣∣∣∣ ≤ ‖u‖L2(Ω)‖v‖L2(Ω) (2.3.3)

for u, v ∈ L2(Ω).
The arithmetic-geometric-mean inequality (ε-inequality) is as follows

xy ≤ 1
2

(
x2

ε
+ εy2

)
. (2.3.4)

The Friedrichs’ inequality is stated in the following theorem (see [62, 5])

Theorem 2.2 (Friedrichs’ inequality). Let Ω be a bounded Lipschitz domain and let ΓD be
a connected part of ∂Ω with positive surface measure. Then there exists a constant cF > 0
depending only on diameter of Ω and ΓD such that for all u ∈ [H1(Ω)]d with u|ΓD = 0 we
have

‖u‖L2(Ω) ≤ cF |u|H1(Ω). (2.3.5)
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From this inequality, we easily obtain

‖u‖H1(Ω) ≤
√

1 + c2
F |u|H1(Ω) (2.3.6)

for u ∈ [H1(Ω)]d with u|ΓD = 0, i.e. on [H1
D(Ω)]d = {u ∈ [H1(Ω)]d : u|ΓD = 0}, the seminorm

| · |H1(Ω) and the norm ‖ · ‖H1(Ω) are equivalent.
The Poincaré’s inequality is as follows (see [33]).

Theorem 2.3 (Poincaré’s inequality). Let Ω be a bounded Lipschitz domain. Then there
exists a constant cP > 0 depending on diameter of Ω such that for all u ∈ [H1(Ω)]d with∫

Ω udx = 0, we have
‖u‖L2(Ω) ≤ cP |u|H1(Ω). (2.3.7)



Chapter 3

A Newton based solver for FSI
problems

3.1 Introduction

Two main strategies for solving fluid-structure interaction problems have been studied re-
cently. One is to simultaneously solve the fluid and the structure problems with a unique
solver. This method is the so-called monolithic method (see [104]). Recent examples of such
an approach can be found, for instance, in [136, 76, 75, 13, 54, 16, 17]. Another strategy
is the so-called partitioned (segregated) approach (see e.g. [114, 52, 43]) which is based on
subsequent solutions of the fluid and structure sub-problems and allows the use of existing
codes for the fluid and structural fields. Note that the monolithic approach typically needs a
global solver which is less modular than a solver based on a partitioned approach (see [104]).
We will adopt the second approach in order to be able to apply the algebraic multigrid
solvers to each sub-problems for which they are better understood. The algebraic multigrid
solvers will be discussed in Chapter 5.

One of the partitioned methods is the so called loosely coupled (explicit) algorithm
which has been successfully used in aeroelasticity (see [49] and the references therein). This
approach solves the structure and fluid sub-problems only once (or just a few times) per time
step and does not satisfy exactly the coupling transmission conditions to achieve convergence
[15, 59, 122, 123, 43]. However in our case, where the structure and fluid densities are of the
same order and the structure domain has a slender shape, the fully coupling method is used
for the sake of accuracy and stability (see [38]). In this situation, numerical experiments
show that only fully coupled schemes can ensure the stability (see [109, 108, 44, 115]). Thus
in the end, we have to solve a coupled highly nonlinear system using efficient methods that
preserve the fluid-structure sub-system splitting, see [52].

Simple strategies to solve these non-linear problems may fail to converge, see [44, 65, 115].
Recent advances have been achieved by using Newton’s method, which requires the evaluation
of the Jacobian of the system, see [52, 43, 171, 172, 170]. We will follow this approach.

9
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3.2 Problem setting

In order to describe the interaction between the fluid and structure domains in time under
relatively large displacement, we adopt a purely Lagrangian framework for the structure
problem and the arbitrary Lagrangian Eulerian (ALE) formulation (see [55]) for the fluid
problem.

Γout(t)

Ω0

Γ(t)

Γd
0

Ωs
0

Ωs(t)

Γin

Γ0

Ωf
0

Γout Γin(t)

Ωf(t)

Ω(t)

Γn
0

xf(·, t)

xs(·, t)

Figure 3.1: An injective mapping x.

3.2.1 Geometrical description and the ALE mapping

Let Ω0 denote the initial domain at time t = 0 consisting of the structure and fluid sub-
domains Ωs

0 and Ωf
0, respectively. Γd

0 and Γn
0 denote the boundaries of the structure domain

with Dirichlet and Neumann boundary conditions, respectively. Γin and Γout denote the
initial in-flow and out-flow boundaries of the fluid domain, respectively. Γ0 is the initial
interface between the two sub-domains. The domain Ω(t) at a time t is composed of the
deformable structure sub-domain Ωs(t) and the fluid sub-domain Ωf(t). Γin(t) and Γout(t)
denote the boundaries of the fluid domain with in-flow and out-flow boundary conditions,
respectively. The corresponding interface Γ(t) is evolving from the initial interface Γ0. The
evolution of Ω(t) is obtained by an injective mapping (Figure 3.1):

x : Ω0 ×R+ → R3. (3.2.1)

The position of a point x0 ∈ Ωs
0 at a time t is given by the mapping for the structure domain

xs
t : Ωs

0 → Ωs(t) (3.2.2)

with xs
t(x0) ≡ xs(x0, t) = x(x0, t) = x0 + ds(x0, t) for x0 ∈ Ωs

0, where ds(x0, t) denotes the
displacement of the structure domain at a time t. It can be seen that this mapping xs

t is
straightforwardly determined by the displacement of the solid medium with respect to the
reference configuration.

Correspondingly, the position of any point x0 ∈ Ωf
0 at a time t is given by the ALE

mapping for the fluid domain
xf
t : Ωf

0 → Ωf(t) (3.2.3)
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with xf
t(x0) ≡ xf(x0, t) = x(x0, t) = x0 + df(x0, t) for x0 ∈ Ωf

0, where df(x0, t) denotes
the displacement of the fluid domain. The displacement is defined as an extension of the
structure displacement ds at the interface Γ0:

df = Ext(ds|Γ0
). (3.2.4)

A classical choice is to use a harmonic extension in the reference domain:

Problem 3.1. Find solution df := df(x0, t) such that
−∆df = 0 in Ωf

0,

df = ds on Γ0,

df = 0 on Γin ∪ Γout.

(3.2.5)

Furthermore, we introduce the domain velocities

ws :=
∂ds

∂t
=
∂xs

∂t
and ŵf :=

∂df

∂t
=
∂xf

∂t
,

the deformation gradients

F (ds) := ∇x0d
s = ∇x0x

s and F (df) := ∇x0d
f = ∇x0x

f,

and the Jacobian determinants

J(ds) := detF (ds) and J(df) := detF (df)

for the structure and fluid domains, respectively.

3.2.2 Structure modeling

The Lagrange formulation of the pure displacement model of linearized elasticity is defined

Γd
0

Ωs
0

Ωs(t)Γn
0

xs(·, t)

Ωs
0

Γ0 Γ(t)

Ωs(t)

Figure 3.2: Structure deformation

in the reference material configuration Ωs
0 (Figure 3.2). The state variable ds satisfies the

momentum balance law

ρs
∂2ds

∂t2
− div(σs(ds)) = fs in Ωs

0, (3.2.6)
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and the boundary conditions
σs(ds)ns = 0 on Γn

0 ,

ds = 0 on Γd
0 ,

(3.2.7)

where ρs is the density, σs is the first Piola-Kirchoff stress tensor, fs the external force density,
and ns the outward normal of Ωs

0.
We use the linearized elasticity model for the structure problem, in particular, the linear

Saint-Venant Kirchoff elastic model:σs(ds) = 2µlε(ds) + λldiv(ds)I,

ε(ds) =
1
2
(
∇ds + (∇ds)T

) (3.2.8)

with Lamé constants λl and µl. The first line of (3.2.8) is Hooke’s law which relates the
strain tensor ε and the Cauchy stress tensor σs. The Lamé constants can be expressed in
terms of Young’s modulus E and Poisson’s ratio ν:

λl =
Eν

(1 + ν)(1− 2ν)
,

µl =
E

2(1 + ν)
.

(3.2.9)

Other models could be chosen for the structure depending on particular problems at hand
(see [127]).

3.2.3 Fluid modeling

The ALE mapping for the fluid domain is illustrated in Figure 3.3. The system of equations

Γ(t)

Ωf(t)

Γ0

Ωf
0

xf(·, t)

Γin
Γout

Γout(t)
Γin(t)

Figure 3.3: Fluid domain deformation

for the incompressible fluid problem under the Eulerian framework is obtained from the
balance law of momentum

ρf
∂u

∂t
+ ρf(u · ∇)u− 2µdivε(u) +∇p = 0 in Ωf(t), (3.2.10)

mass conservation
divu = 0 in Ωf(t), (3.2.11)

and properly chosen boundary conditions

σf(u, p)nf = gin on Γin(t),
σf(u, p)nf = 0 on Γout(t),

(3.2.12)
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where ρf is the fluid density, µ the dynamic viscosity, nf the outward normal of Ωf(t), andσf(u, p) = −pI + 2µε(u),

ε(u) =
1
2
(
∇u+ (∇u)T

)
,

(3.2.13)

for the Cauchy stress tensor σf and the strain rate tensor ε, respectively.
The ALE time derivative of u(x, t) is introduced in order to overcome the difficulty for

evaluating the time derivative of velocity u(x, t) under the Eulerian framework in a moving
domain. Let x ∈ Ωf(t), then the ALE time derivative is given by

∂u

∂t

∣∣∣∣
x0

=
∂

∂t

(
u ◦ xf

t

)
◦
(
xf
t

)−1
. (3.2.14)

Proposition 3.2. Let x ∈ Ωf(t). Then

∂u

∂t

∣∣∣∣
x0

(x, t) =
∂u

∂t
(x, t) + (wf(x, t) · ∇)u(x, t), (3.2.15)

where wf(x, t) = ŵf ◦
(
xf
t

)−1 (x).

Proof. Use the chain rule.

Remark 3.3. If the fluid domain does not change in time, i.e. wf = 0, the ALE derivative
coincides with the classical Eulerian derivative ∂u

∂t (x, t). If the mapping xf
t tracks the fluid

particles motion, i.e. wf = u, then the ALE derivative coincides with the material or La-
grangian derivative ∂u

∂t (x, t) + u(x, t) · ∇u(x, t). When using the harmonic extension (3.2.5),
only the particles motion at the interface Γ0 is tracked, but the fluid domain displacement
inside Ωf(t) does not necessarily track particle motions.

Using (3.2.15), we obtain the ALE formulation for the fluid problem. Velocity u :
Ωf(t)→ R3 and pressure p : Ωf(t)→ R satisfy the momentum equation

ρf
∂u

∂t

∣∣∣∣
x0

+ ρf

(
(u− wf) · ∇

)
u− 2µdivε(u) +∇p = 0 in Ωf(t). (3.2.16)

3.2.4 Interface equations

When coupling the two sub-problems together, interface conditions are needed. In particular,
no-slip conditions at the interface (see Figure 3.4) are explicitly imposed at time t on Γ0

between the structure and fluid domains:

u ◦ xf
t

∣∣∣
Γ0

=
∂ds

∂t

∣∣∣∣
Γ0

. (3.2.17)

The second interface condition is the equilibrium of normal stresses:

(σf(u, p)nf) ◦ xf
t + σs(ds)ns = 0. (3.2.18)

To summarize, the complete model consists of problem (3.2.5), equations (3.2.6), (3.2.16),
(3.2.11), boundary conditions (3.2.7), (3.2.12), and interface conditions (3.2.17), (3.2.18) for
the state variables ds, u, p, df.
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Γ(t)Γ0

Figure 3.4: The interface changing with time t.

3.2.5 Reformulation of the model

As is proceeded in [43], we would like to express the interface condition in terms of the
so-called Steklov-Poincaré operators for which we introduce the interface variable λ(t) by

ds = df = λ

for time t at Γ0. Then the no-slip interface condition is automatically satisfied.

Structure sub-problem

Let Ss(λ) denote the Neumann data σs(ds)ns of the structure problem with prescribed Dirich-
let data λ at the interface Γ0. This is stated in the following problem.

Problem 3.4. Calculate
Ss(λ) := σs(ds)ns (3.2.19)

via solving the following structure problem: Find the displacement ds := ds(x0, t) such that
ρs
∂2ds

∂t2
− div(σs(ds)) = fs in Ωs

0,

σs(ds)ns = 0 on Γn
0 ,

ds = 0 on Γd
0 ,

ds = λ on Γ0.

(3.2.20)

Fluid sub-problem

Let Sf(λ) denote the Neumann data σf(u, p)nf ◦ xf
t of the following fluid problem with pre-

scribed Dirichlet data ∂λ(t)
∂t at the interface Γ0. This is stated in the following problem.

Problem 3.5. Calculate
Sf(λ) := (σf(u, p)nf) ◦ xf

t (3.2.21)

via solving the following problem.
We first compute the harmonic extension for given λ at the interface Γ0 for the fluid

domain: Find df := df(x0, t) such that
−∆df = 0 in Ωf

0,

df = λ on Γ0,

df = 0 on Γin ∪ Γout.

(3.2.22)
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The computational fluid domain is then given by

Ωf(t) = df + Ωf
0.

Then, for the fluid sub-problem, find (u, p) such that

ρf
∂u

∂t

∣∣∣∣
x0

+ ρf

(
(u− wf) · ∇

)
u− 2µdivε(u) +∇p = 0 in Ωf(t),

divu = 0 in Ωf(t),
σf(u, p)nf = gin on Γin(t),
σf(u, p)nf = 0 on Γout(t),

u ◦ xf
t =

∂λ

∂t
on Γ0,

(3.2.23)

where the ALE time derivative ∂u
∂t

∣∣
x0

and the fluid domain velocity wf are defined in Propo-
sition 3.2.

Steklov-Poincaré equation

Then the coupled problem is reduced to the following equation

S(λ) := Ss(λ) + Sf(λ) = 0, (3.2.24)

which is the so-called Steklov-Poincaré equation. Pay attention this is a time dependent
problem which has to be satisfied for all t.

3.3 Weak formulations

For the weak formulation, we need the function spaces
V s = [H1(Ωs

0)]3,

V s
0 = {vs ∈ V s|vs = 0 on Γd

0 ∪ Γ0},
V s
g (t) = {vs ∈ V s|vs = λ(t) on Γ0}

(3.3.1)

for the structure. For the fluid, we define

Df = [H1(Ωf
0)]3,

Df
0 = {d ∈ Df|d = 0 on Γ0},

Df
g(t) = {d ∈ Df|d = λ(t) on Γ0},

V f(t) = {vf|vf = v̂f ◦
(
xf
t

)−1
, v̂f ∈ [H1(Ωf

0)]3},

V f
0 (t) = {vf ∈ V f(t)|vf ◦ xf

t = 0 on Γ0},
V f
g (t) = {vf ∈ V f(t)|vf ◦ xf

t = ŵf on Γ0},

Qf(t) = {qf|qf = q̂f ◦
(
xf
t

)−1
, q̂f ∈ L2(Ωf

0)},

(3.3.2)

where H1(Ωs
0) and H1(Ωf

0) denote the standard Sobolev spaces.
Then we obtain:
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3.3.1 The weak form of the structure problem

Structure weak formulation

By standard argument, we obtain the following variational problem for ds ∈ V s
g (t):∫

Ωs
0

ρs
∂2ds

∂t2
· vsdx0 +

∫
Ωs

0

[λldivdsdivvs + 2µlε(ds) : ε(vs)]dx0 = 0 (3.3.3)

for all vs ∈ V s
0 .

Time semi-discretized structure weak formulation

We denote the time step size by δt and the time level at n by tn = nδt.
For the time discretization of the structure problem, we follow the strategy in [43], where

the Newmark method with γ = 2β = 1 was proposed:∫
Ωs

0

ρs
∂2ds

∂t2
· vsdx0 ≈

2
δt2

∫
Ωs

0

ρsd
s,n+1vsdx0 −

2
δt2

∫
Ωs

0

ρs(ds,n + δtws,n)vsdx0. (3.3.4)

Here ws,n is the structure domain velocity at time tn. Using the calculated displacement
ds,n+1 at time tn+1, we can update the structure domain velocity by

ws,n+1 =
2
δt

(ds,n+1 − ds,n)− ws,n. (3.3.5)

This leads to the following variational problem, which must be solved in each time step:

Problem 3.6. Find ds,n+1 = ds(tn+1) ∈ V s
g (t) such that for all vs ∈ V s

0 ,

as(ds,n+1, vs) = 〈F s,n, vs〉 (3.3.6)

with the bilinear and linear forms on V s:

as(ds,n+1, vs) =
2
δt2

∫
Ωs

0

ρsd
s,n+1vsdx0

+
∫

Ωs
0

[λldivds,n+1divvs + 2µlε(ds,n+1) : ε(vs)]dx0,

〈F s,n, vs〉 =
2
δt2

∫
Ωs

0

ρs(ds,n + δtws,n)vsdx0.

(3.3.7)

3.3.2 The weak form of the fluid problem

Fluid weak formulation

Due to the ALE formulation, we need to calculate the variational form with the ALE time
derivative ∫

Ωf(t)
ρf
∂u

∂t

∣∣∣∣
x0

· vfdx. (3.3.8)
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From the Reynolds transport theorem and the definition (3.2.15), we obtain

d
dt

∫
Ωf(t)

ρfu · vfdx =
∫

Ωf(t)
ρf

(
∂

∂t

(
u · vf

)
+ div(u · vfwf)

)
dx

=
∫

Ωf(t)
ρf

(
∂u

∂t
+
(
wf · ∇

)
u

)
vfdx

+
∫

Ωf(t)
ρf

(
∂vf

∂t
+
(
wf · ∇

)
vf

)
udx

+
∫

Ωf(t)
ρfdivwfu · vfdx

=
∫

Ωf(t)
ρf
∂u

∂t

∣∣∣∣
x0

· vfdx+
∫

Ωf(t)
ρf
∂vf

∂t

∣∣∣∣
x0

· udx+
∫

Ωf(t)
ρfdivwfu · vfdx.

(3.3.9)
Since we know

∂vf

∂t

∣∣∣∣
x0

=
∂

∂t

(
vf ◦ xf

t

)
◦
(
xf
t

)−1
=

∂

∂t

(
v̂f ◦

(
xf
t

)−1
◦ xf

t

)
◦
(
xf
t

)−1
= 0, (3.3.10)

we obtain∫
Ωf(t)

ρf
∂u

∂t

∣∣∣∣
x0

· vfdx =
d
dt

∫
Ωf(t)

ρfu · vfdx−
∫

Ωf(t)
ρfdivwfu · vfdx. (3.3.11)

The weak form for the fluid problem is obtained as follows. We firstly need the weak for-
mulation for the harmonic extension of the fluid domain: Find df ∈ Df

g(t) such that for all
φ ∈ Df

0, ∫
Ωf

0

∇df : ∇φdx0 = 0. (3.3.12)

The computational fluid domain Ωf(t) is then given by

Ωf(t) = df + Ωf
0, (3.3.13)

and the ALE weak formulation for the fluid reads: Find (u(t), p(t)) ∈ V f
g (t)×Qf(t) such that

for all (vf, qf) ∈ V f
0 (t)×Qf(t),

d
dt

∫
Ωf(t)

ρfu · vfdx+
∫

Ωf(t)
ρf

(
(u− wf) · ∇

)
u · vfdx+ 2µ

∫
Ωf(t)

ε(u) : ε(vf)dx

−
∫

Ωf(t)
ρfdivwfu · vfdx−

∫
Ωf(t)

p divvfdx =
∫

Γin(t)
gin · vfds,

−
∫

Ωf(t)
qf divudx = 0.

(3.3.14)
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Time semi-discretized fluid weak formulation

For the fluid problem an implicit Euler scheme is used:[
d
dt

∫
Ωf(t)

ρfu · vfdx

]
tn+1

≈ 1
δt

(∫
Ωf(tn+1)

ρfu(tn+1) · vf,n+1dx−
∫

Ωf(tn)
ρfu(tn) · vf,ndx

)
,

(3.3.15)
where vf = v̂f ◦

(
xf
t

)−1, in particular, vf,k = v̂f ◦
(
xf
tk

)−1. The non-linear convective term
is treated in a semi-implicit way (see [52]). Then we obtain the semi-implicit fluid weak
formulation.

Problem 3.7. We firstly write down the weak formulation for the harmonic extension of
the fluid domain. Find df,n+1 ∈ Df

g(t
n+1) such that for all φ ∈ Df

0,∫
Ωf

0

∇df,n+1 : ∇φdx0 = 0. (3.3.16)

The computational fluid domain Ωf(tn+1) will be given by

Ωf(tn+1) = df,n+1 + Ωf
0. (3.3.17)

For the fluid domain velocity we set

wf,n+1 =
df,n+1 − df,n

δt
◦
(
xf
tn+1

)−1
. (3.3.18)

Then the fluid sub-problem reads: find (un+1, pn+1) = (u(tn+1), p(tn+1)) ∈ V f
g (tn+1) ×

Qf(tn+1) such that for all (vf,n+1, qf,n+1) ∈ V f
0 (tn+1)×Qf(tn+1),{

af(un+1, vf,n+1) + b(vf,n+1, pn+1) =〈F f,n+1, vf,n+1〉,
b(un+1, qf,n+1) =0

(3.3.19)

with the bilinear and linear forms on V f(t) and Qf(t):

af(un+1, vf,n+1) =
1
δt

∫
Ωf(tn+1)

ρfu
n+1 · vf,n+1dx−

∫
Ωf(tn+1)

ρf

(
divwf,n+1

)
un+1 · vf,n+1dx

+
∫

Ωf(tn+1)
ρf

((
ûn − wf,n+1

)
· ∇
)
un+1 · vf,n+1dx

+ 2µ
∫

Ωf(tn+1)
ε(un+1) : ε(vf,n+1)dx,

b(vf,n+1, pn+1) =−
∫

Ωf(tn+1)
pn+1 divvf,n+1dx,

〈F f,n+1, vf,n+1〉 =
1
δt

∫
Ωf(tn)

ρfu
n · vf,ndx+

∫
Γin(tn+1)

gin · vf,n+1ds,

(3.3.20)
where ûn = un ◦xf

tn ◦
(
xf
tn+1

)−1. This composition is due to the fact that we have to transport
the old values un to the current domain Ωf(tn+1) such that the integral of this quantity over
the new domain will make sense.
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3.3.3 The variational form of the interface equation

In the weak form, the previously introduced Steklov-Poincaré operators become operators
from the Sobolev space [H1/2(Γ0)]3 (which is the space of traces on Γ0 of [H1(Ω)]3-functions)
to its dual [H−1/2(Γ0)]3:

Ss : [H1/2(Γ0)]3 → [H−1/2(Γ0)]3, Sf : [H1/2(Γ0)]3 → [H−1/2(Γ0)]3. (3.3.21)

Then we end up with the following problem:

Problem 3.8. Find λ ∈ [H1/2(Γ0)]3 such that

〈Sf(λ), µ〉Γ0 + 〈Ss(λ), µ〉Γ0 = 0 (3.3.22)

for all µ ∈ [H1/2(Γ0)]3.

3.4 Newton’s method for the interface equation

3.4.1 Newton’s method

The problem (3.3.22) is already discretized in time. When the solution is available at time
tn, we are looking for the solution at the next time level tn+1 = tn + δt. If no ambiguity
appears, all quantities will be referred to t = tn+1 and, for simplicity, we will drop the time
variables. So the problem now reads

Ss(λ) + Sf(λ) = 0. (3.4.1)

Newton’s method applied to the interface equation is given by

λk+1 = λk + P−1
k

(
−Ss(λk)− Sf(λk)

)
(3.4.2)

with
Pk = S

′
s(λ

k) + S
′
f(λ

k), (3.4.3)

where the superscript k indicates the Newton iteration steps, see[43].
In each step of the iterative method a problem of the form

Pkδλ
k =−

(
Ss(λk) + Sf(λk)

)
(3.4.4)

has to be solved. For this we will use (after discretization in space) a preconditioned GMRES
method with preconditioner S

′
s(λ

k) (see [43]).
Summarizing, the method is described in Algorithm 3.4.1.
Note that Step 1 can be parallelized due to the independence of the sub-problems for

given interface boundary conditions. Step 2 requires solving linearized structure and fluid
sub-problems several times during the GMRES iteration. The algebraic multigrid method
(AMG) will be used for solving these structure and fluid sub-problems, and for solving their
linearized sub-problems as well, see Chapter 5.

In computation, Algorithm 3.4.1 requires the evaluation of Ss(λ) and Sf(λ) (in Step 1),
and the evaluation of S′s(λ)δλ and S′f(λ)δλ (in Step 2 for GMRES).
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Algorithm 3.4.1 Newton iterations
For k ≥ 0,

1: update the residual Ss(λk) + Sf(λk) by solving the structure and fluid sub-problems,
2: solve the linear problem

(
S
′
s(λ

k) + S
′
f(λ

k)
)
δλk = −

(
Ss(λk) + Sf(λk)

)
via GMRES

method,
3: update the displacement λk+1 = λk + δλk, if not accurate enough, go to step 1.

3.4.2 Evaluation of S(λ)

The normal stresses are computed from the residuals of the weak forms for the structure and
fluid sub-problems, respectively.

Proposition 3.9. For the structure problem, we have

〈Ss(λ), µ〉Γ0 = as(ds,n+1, vs)− 〈F s,n, vs〉 (3.4.5)

for all vs ∈ V s with µ = vs|Γ0
, where ds,n+1 = ds,n+1(λ) solves the structure problem (3.3.6)

for prescribed λ at the interface Γ0.
In an analogous way, for the fluid problem, we have

〈Sf(λ), µ〉Γ0 = af(un+1, vf) + b(vf, pn+1)− 〈F f,n+1, vf〉 (3.4.6)

for all vf ∈ V f(t) with µ = vf ◦ xf
t

∣∣
Γ0

, where un+1 = un+1(λ), pn+1 = pn+1(λ) solve the fluid
problem (3.3.19) for prescribed λ at the interface Γ0. The computational domain Ωf(tn+1) is
calculated from df,n+1 = df,n+1(λ) given by problem (3.3.16) for prescribed λ at the interface
Γ0.

Proof. Multiply the momentum balance equation for the structure problem by vs ∈ V s and
do integration by parts. Multiply the momentum balance equation for the fluid problem by
vf ∈ V f(t) and do integration by parts.

Motivated by the right hand side in (3.4.5) and (3.4.6), we introduced the following
operators.

Definition 3.10. Let U s = V s and U f = V f(t)×Qf(t)×Df be spaces of the structure state
ds,n+1 and fluid states (un+1, pn+1, df,n+1), respectively. For the structure, we define

S : U s −→ (V s)′ (3.4.7)

at time level t = tn+1 by

〈S(ds,n+1), vs〉 := as(ds,n+1, vs)− 〈F s,n, vs〉. (3.4.8)

In an analogous way, for the fluid, we define

F : U f −→ (V f)′ (3.4.9)

at time level t = tn+1 by

〈F(un+1, pn+1, df,n+1), vf〉 := af(un+1, vf) + b(vf, pn+1)− 〈F f,n+1, vf〉. (3.4.10)
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With these notations for S, F , and by dropping the superscripts for simplicity, Propo-
sition 3.9 reduces to

〈Ss(λ), µ〉Γ0 = 〈S(ds), vs〉 (3.4.11)

and
〈Sf(λ), µ〉Γ0 = 〈F(u, p, df), vf〉. (3.4.12)

Note that all variables ds, u, p and df are depending on λ.

3.5 Evaluation of S
′
(λ)δλ

We will evaluate S
′
s(λ)δλ and S

′
f(λ)δλ, respectively.

3.5.1 Evaluation of S
′
s(λ)δλ

From the identity
〈Ss(λ), µ〉Γ0 = 〈S (ds (λ)) , vs〉, (3.5.1)

we get for the directional derivative in direction δλ by the chain rule

〈S′s(λ)δλ, µ〉Γ0 = 〈DdsS (ds) δds, vs〉, (3.5.2)

where DdsS is the derivative of S with respect to ds, and δds is the directional derivative of
ds(λ) in direction of δλ.

It is easy to see that

〈DdsS(ds)δds, vs〉 = as(δds, vs). (3.5.3)

It remains to describe how to compute δds:
It can be shown that δds ∈ V s

δλ := {v ∈ V s|v = δλ on Γ0} solves the Problem 3.6 with
modified right hand side

as(δds, vs) = 0 (3.5.4)

for all vs ∈ V s
0 .

This problem corresponds to the following problem in strong form:

2
δt2

ρsδd
s − div(σs(δds)) = 0 in Ωs

0,

σs(δds)ns = 0 on Γn
0 ,

δds = 0 on Γd
0 ,

δds = δλ on Γ0.

(3.5.5)

3.5.2 Evaluation of S
′

f(λ)δλ

From the identity
〈Sf(λ), µ〉Γ0 = 〈F(u(λ), p(λ), df(λ)), vf〉, (3.5.6)

we get for the directional derivative in direction δλ, by the chain rule

〈S′f(λ)δλ, µ〉Γ0 = 〈D(u,p,df)F(u, p, df)(δu, δp, δdf), vf〉, (3.5.7)
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where D(u,p,df)F is the derivative of F with respect to u, p, and df, and δu, δp and δdf are
directional derivatives of u(λ), p(λ) and df(λ) in direction δλ.

We can split the directional derivative into two terms:

〈D(u,p,df)F(u, p, df)(δu, δp, δdf), vf〉 = 〈D(u,p,0)F(u, p, df)(δu, δp, 0), vf〉

+ 〈D(0,0,df)F(u, p, df)(0, 0, δdf), vf〉,
(3.5.8)

where D(u,p,0)F is the derivative of F with respect to u and p, D(0,0,df)F is the derivative of
F with respective to df.

For the first term from the right hand side of (3.5.8), it is easy to see that

〈D(u,p,0)F(u, p, df)(δu, δp, 0), vf〉 = af(δu, vf) + b(vf, δp). (3.5.9)

Following the lines of arguments in [52, 63, 64, 144, 105] (see Appendix 3.6 for details), we
obtain

〈D(0,0,df)F(u, p, df)(0, 0, δdf), vf〉 =−
∫

Ω
ρf

(
div
((
Idivδd̂f −∇δd̂f

)
w
))

u · vfdx

−
∫

Ω
p

(
Idivδd̂f −

(
∇δd̂f

)T)
: ∇vfdx

− 1
δt

∫
Ω
ρf

(
δd̂f · ∇

)
u · vfdx

+
∫

Ω
ρf (ûn − w) · ∇u

(
Idivδd̂f −∇δd̂f

)
· vfdx

−
∫

Ω
µ

(
∇u∇δd̂f +

(
∇u∇δd̂f

)T)
: ∇vfdx

+ 2µ
∫

Ω
ε (u)

(
Idivδd̂f −

(
∇δd̂f

)T)
: ∇vfdx

(3.5.10)

with
δd̂f = δdf ◦

(
id+ df

)−1
. (3.5.11)

It remains to describe how to compute δdf, δu and δp:
The evaluation of δdf is given by the harmonic extension (3.3.12):

δdf = Ext(δλ). (3.5.12)

If we differentiate the mixed problem (3.3.19) with respect to λ, it can be shown that δu ∈
V f
δd̂

(t) := {v ∈ V f(t) : δu|Γ = δd̂f

δt } and δp ∈ Qf(t) solve the modified fluid mixed Problem 3.7:{
af(δu, vf) + b(vf, δp) =〈F f, vf〉,
b(δu, q) =〈Gf, q〉

(3.5.13)

with
〈F f, vf〉 = −〈D(0,0,df)F(u, p, df)(0, 0, δdf), vf〉 (3.5.14)

and
〈Gf, q〉 = −

∫
Ω

(
div
((
Idivδd̂f −∇δd̂f

)
u
))

qdx (3.5.15)
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on the current domain Ω at the time step tn+1. The Dirichlet data at the interface Γ is given
by

δu|Γ =
δd̂f

δt
. (3.5.16)

This corresponds to the following problem in strong form:

ρf
δu

δt
− 2µε(δu)− ρfdivwδu+ ρf ((ûn − w) · ∇) δu+∇δp =

ρf

(
div
((
Idivδd̂f −∇δd̂f

)
w
))

u− div
(
p

(
Idivδd̂f −

(
∇δd̂f

)T))
+

1
δt
ρf

(
δd̂f · ∇

)
u− ρf (ûn − w) · ∇u

(
Idivδd̂f −∇δd̂f

)
−µdiv

(
∇u∇δd̂f +

(
∇u∇δd̂f

)T)
+ 2µdiv

(
ε (u)

(
Idivδd̂f −

(
∇δd̂f

)T))
, in Ω,

divδu = −div
((
Idivδd̂f −∇δd̂f

)
u
)
, in Ω,

σf(δu, δp)n = p

(
Idivδd̂f −

(
∇δd̂f

)T)
n

+µ
(
∇u∇δd̂f +

(
∇u∇δd̂f

)T)
n− 2µε (u)

(
Idivδd̂f −

(
∇δd̂f

)T)
n, on Γin ∪ Γout,

δu =
δd̂f

δt
, on Γ.

(3.5.17)

3.6 Appendix on treatment of the convection term

Most of the terms appearing in the directional derivatives (3.5.10) have been derived in [52].
The only difference is that there the convection part is treated in conservative form,∫

Ωf

ρfdiv (u⊗ (ûn − w)) · vfdx, (3.6.1)

while we treat it in convective form, which leads to the replacement of (3.6.1) by∫
Ωf

ρf ((ûn − w) · ∇)u · vdx−
∫

Ωf

ρf (divw)u · vdx. (3.6.2)

This leads to different directional derivatives concerning this part. In this appendix, we will
detail how to obtain the directional derivatives with respect to the variable λ for the weak
form (3.6.2).

In order to derive the directional derivative, we need to introduce a perturbed domain
Ωα of the current domain Ω from given λ+ αδλ at the interface Γ0 as shown in Figure 3.5.
The perturbed domain Ωα is given by a transformation Tα : Ω→ Ωα,

Tα = (id+ df + αδdf) ◦ (id+ df)−1. (3.6.3)

The “velocity field” V : Ω×R→ R3 is introduced by

V (x, α) =
∂Tα(x)
∂α

◦ (Tα(x))−1 (3.6.4)
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Γ0

Γ0

αδλ(Γ0)

Γ

Ω

Γα

Ωα

Tα : Ω→ Ωα

Figure 3.5: The perturbed domain Ωα (−− line) of current domain Ω is due to the pertur-
bation of the displacement αδλ at the interface Γ0 (− · − line).

for x ∈ Ω, see [144].
Using (3.6.3) in (3.6.4), we obtain

V (x, α) = δdf ◦
(
id+ df + αδdf

)−1
(3.6.5)

for x ∈ Ω. With (3.5.11), we obtain

V (x, 0) = δd̂f. (3.6.6)

The following properties are well known:

Proposition 3.11. Let Fα := ∇Tα(x) be the Jacobian matrix of Tα at x ∈ Ω and Jα(x) :=
detFα be the Jacobian determinant, then[

dJα
dα

]
α=0

= [divV ]α=0 = divδd̂f, (3.6.7)[
dF−1

α

dα

]
α=0

= [−∇V ]α=0 = −∇δd̂f, (3.6.8)[
dF−Tα

dα

]
α=0

=
[
− (∇V )T

]
α=0

= −
(
∇δd̂f

)T
. (3.6.9)

We have the following identities due to the change of variables.∫
Ωα

((ûnα − wα) · ∇)uα · vαdx =
∫

Ω
(ûn − w) · ∇uF−1

α · vJαdx0, (3.6.10)∫
Ωα

(divwα)uα · vαdx =
∫

Ω

(
div
(
JαF

−1
α w

))
u · vdx0, (3.6.11)

with
uα = u ◦ T−1

α , vα = v ◦ T−1
α ,

wα = w ◦ T−1
α , ûnα = ûn ◦ T−1

α .
(3.6.12)
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Now, we are able to introduce the directional derivative with respect to the change of
geometry:

D(0,0,df)F(u, p, df)(0, 0, δdf) =
[

dF(uα, pα, df + αδdf)
dα

]
α=0

, (3.6.13)

where pα = p ◦ T−1
α .

As we specified at the beginning, we will only concentrate on the derivative for (3.6.2).
For convenience of reading, we will present the result for the two terms in (3.6.2). The
derivatives for all the other terms can be found in [52].

Proposition 3.12. The directional derivatives with respect to the change of geometry of the
two terms in (3.6.2) are given in the following:[

d
dα

∫
Ωα

ρf ((ûnα − wα) · ∇)uα · vαdx
]
α=0

= − 1
δt

∫
Ω
ρf

(
δd̂f · ∇

)
u · vdx0

+
∫

Ω
ρf (ûn − w) · ∇u

(
Idivδd̂f −∇δd̂f

)
· vdx0,

(3.6.14)[
d

dα

∫
Ωα

ρf (divwα)uα · vαdx
]
α=0

=
1
δt

∫
Ω
ρf

(
divδd̂f

)
u · vdx0

+
∫

Ω
ρf

(
div
((
Idivδd̂f −∇δd̂f

)
w
))

u · vdx0. (3.6.15)

Proof. For the proof of (3.6.14), using transformation (3.6.10), we have[
d

dα

∫
Ω
ρf (ûn − w) · ∇uF−1

α · vJαdx0

]
α=0

=
[∫

Ω
ρf

d (ûn − w)
dα

· ∇uF−1
α · vJαdx0

]
α=0

+
[∫

Ω
ρf (ûn − w) · ∇du

dα
F−1
α · vJαdx0

]
α=0

+
[∫

Ω
ρf (ûn − w) · ∇udF−1

α

dα
· vJαdx0

]
α=0

+
[∫

Ω
ρf (ûn − w) · ∇uF−1

α · dv
dα

Jαdx0

]
α=0

+
[∫

Ω
ρf (ûn − w) · ∇uF−1

α · vdJα
dα

dx0

]
α=0

.

(3.6.16)
From definition of uα, we also know that

du
dα

= lim
α=0

uα ◦ Tα − u
α

= 0, (3.6.17)

and the similar result for v, dv
dα = 0. Since[

d (ûn − w)
dα

]
α=0

=
[

d (−w)
dα

]
α=0

= −

[(
df + αδdf − df,n

)
−
(
df − df,n

)
δtα

]
α=0

◦
(
id+ df

)−1

= −δd̂
f

δt
,

(3.6.18)
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by using (3.6.7) and (3.6.9), we obtain the result (3.6.14).
For the proof of (3.6.15), using transformation (3.6.11), we have[

d
dα

∫
Ω
ρf

(
div
(
JαF

−1
α w

))
u · vdx0

]
α=0

=
[∫

Ω
ρf

(
div
(

dJα
dα

F−1
α w

))
u · vdx0

]
α=0

+
[∫

Ω
ρf

(
div
(
Jα

dF−1
α

dα
w

))
u · vdx0

]
α=0

+
[∫

Ω
ρf

(
div
(
JαF

−1
α

dw
dα

))
u · vdx0

]
α=0

+
[∫

Ω
ρf

(
div
(
JαF

−1
α w

)) du
dα
· vdx0

]
α=0

+
[∫

Ω
ρf

(
div
(
JαF

−1
α w

))
u · dv

dα
dx0

]
α=0

.

(3.6.19)
From du

dα = 0 and dv
dα = 0, we have[

dw
dα

]
α=0

=

[(
df + αδdf − df,n

)
−
(
df − df,n

)
δtα

]
α=0

◦
(
id+ df

)−1
=
δd̂f

δt
, (3.6.20)

and using (3.6.7) and (3.6.8), we obtain the result (3.6.15).

If we collect this result and the derivatives for all the other terms from [52], we obtain
(3.5.10), which is the second part of the directional derivatives for the fluid problem.

3.7 Summary

In this chapter we formulated Newton’s method for solving the Steklov-Poincaré equation
based on the previous work [43, 52]. This method requires solving the sub-problems (3.3.6),
(3.3.16) and (3.3.19) for the variational residuals and solving the sub-problems (3.5.4),
(3.5.12) and (3.5.13) for the directional derivatives.

In order to solve the interface equation (3.4.1) in finite dimensions, in the next two
chapters which are the two main contributions of this thesis, we will focus on how to discretize
the sub-problems in space, namely, by the finite element methods in Chapter 4, and how to
solve the discretized finite element equations using algebraic multigrid methods (AMG) in
Chapter 5. Since we are using hybrid meshes containing different element types, the stability
and error estimates of the discretization based on such meshes will be discussed in detail.
Some ingredients of the AMG solver have to be adjusted such that the algebraic equations
arising from the stabilized discretization of the sub-problems will be solved efficiently.



Chapter 4

Finite elements for the
sub-problems on hybrid meshes

4.1 Introduction

So far, we have not touched the issue concerning spatial discretization for the structure
and fluid sub-problems. The discretization of both sub-problems will be done on hybrid
meshes containing several different elements types: tetrahedron, hexahedron, prism and
pyramid. The solvability and uniqueness of discrete solutions for each sub-problem have to
be guaranteed.

In the next, we will firstly extend the standard P1 element on pure tetrahedral meshes
to hybrid meshes. In order to extend this element to hybrid meshes, we split the elements
(hexahedron, prism and pyramid) into pure tetrahedra by introducing artificial points in
the volume and quadrilateral face centers of the elements, i.e. we introduce additional
nodal degrees of freedom in these elements. These artificially introduced degrees will be
eliminated later on by the so-called mean value approximation. From this we obtain modified
basis functions which are weighted linear combinations of the standard hat basis functions.
Thus the finite element space constructed from these basis functions is a subset of the
space spanned by standard hat functions. Error estimates can be shown by properly chosen
interpolation operators.

This extended P1 element can be directly applied to the structure sub-problem and the
harmonic extension problem for the ALE mapping of the fluid sub-problem.

However, for the fluid problem, we are not allowed to directly apply this extended P1

elements for the velocity and pressure spaces due to two reasons of instability: the violation
of the discrete inf-sup condition and the dominating convection, see [35, 36, 133, 82, 23, 103,
152].

The inf-sup instability can be overcome by enriching the velocity space with sufficiently
many bubble functions. For analyzing this method, we explicitly construct a Fortin operator
(see [35]) on the hybrid mesh. The additional degrees of freedom are eliminated by static
condensation. So the discretized linear system will not be enlarged. For simplicity static
condensation is presented only for the Stokes problem.

For the implementation, we use another approach which combines the pressure stabiliza-
tion Petrov-Galerkin method (PSPG) and the streamline upwind Petrov-Galerkin method
(SUPG). These two methods overcome the instability caused by those two effects, respec-

27
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tively. The analysis and their applications to the Oseen and Navier-Stokes problems can be
found in [36, 133, 82, 23, 103, 152].

4.2 An extension of the P1 element on hybrid meshes

In this section, we will extend the P1 element on pure tetrahedral meshes to hybrid meshes.

4.2.1 The P1 element on auxiliary tetrahedral meshes

LetMh be the original subdivision of the domain Ω ⊂ R3 into tetrahedra, hexahedra, prisms
and pyramids, which is assumed to be admissible, i.e. any two elements fromMh either have
no intersection, or have a common face, or have a common edge, or have a common vertex.

Let Th be the admissible subdivision into tetrahedra, obtained in the following way:
we add points at the centers of quadrilateral faces and subdivide each of them into four
triangles, then we add a point at the center of the element, and finally we connect this center
point with all the original vertices and the face center points. By this splitting, we obtain
14 tetrahedra for the prism, 24 for the hexahedron, and 8 for the pyramid. See Figure 4.1
for an illustration.

14 24 8Number of split tetrahedra:

Figure 4.1: Split hybrid elements into tetrahedral elements.

Next we introduce the P1 element on Th, by

V T
h = {v ∈ C(Ω) : v|T ∈ P1, ∀T ∈ Th}.

4.2.2 Mean value approximation and modified basis functions

Until now, we only considered the finite element spaces on the auxiliary tetrahedral mesh
containing the additional nodal degrees of freedom. We are going to eliminate those artificial
degrees of freedom by (arithmetic) mean value approximation.

We describe our construction on a prismatic element, say M only. The results extend
analogously to other element types. A prism with original vertices xi, i ∈ {1, ..., 6} can be
split into 14 tetrahedra by introducing three face centers xi, i = {7, 8, 9} and a volume center
x10, see Figure 4.2.
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x3

x8

x2

x10

x9

x7

x5

x6

x1

x4

(a) Splitting of prism

x1

x2

x3

x8x7

x10

x9

x5

x6x4

(b) Degrees of freedom

Figure 4.2: A prism split into 14 tetraheda by connecting the original vertices xi, i =
{1, ..., 6}, introduced face centers xi, i = {7, 8, 9} and volume center x10. The filled circles
indicate the original degrees of freedom, and the empty circles indicate the added degrees of
freedom.

Let ϕ̃i be a standard hat function on the tetrahedral subdivision of M :

ϕ̃i(xj) =

{
1 if i = j

0 if i 6= j
. (4.2.1)

On M ∈ Mh, we could represent the discrete finite element solution wh from V T
h by a

linear combination of these hat functions

wh|M=
10∑
i=1

wiϕ̃i, (4.2.2)

where the coefficients wi ∈ R satisfy

wi = wh(xi). (4.2.3)

The values at the newly introduced artificial vertices xi, i ∈ {7, ...10}, are replaced by
taking the mean values at their directly connected original vertices, i.e.,

w(x7) = w(
x1 + x2 + x4 + x5

4
) ≈ 1

4
(w(x1) + w(x2) + w(x4) + w(x5)) ,

w(x8) = w(
x2 + x3 + x5 + x6

4
) ≈ 1

4
(w(x2) + w(x3) + w(x5) + w(x6)) ,

w(x9) = w(
x1 + x3 + x4 + x6

4
) ≈ 1

4
(w(x1) + w(x3) + w(x4) + w(x6)) ,

w(x10) = w(
1
6

6∑
i=1

xi) ≈
1
6

6∑
i=1

w(xi).

(4.2.4)

This leads to the following approximate representation:

wh|M=
6∑
i=1

wiϕi (4.2.5)
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for wh, where ϕi, i ∈ 1, ..., 6, can be represented in the form

ϕi = ϕ̃i +
∑
j∈N(i)

1
4
ϕ̃j +

1
6
ϕ̃10, (4.2.6)

where N(i) is the set of indices j ∈ {7, 8, 9} such that xj and xi are on the same face. One
can check that the value of the basis function ϕi at particular vertices are given by:

ϕi(xj) =


δi,j if j ∈ {1, ..., 6},
1/4 if j ∈ {7, 8, 9},
1/6 if j = 10.

See Figure 4.3 for an illustration of these modified basis functions on a quadrilateral el-
ement in 2D, where for each ϕi, i ∈ {1, ..., 4}, we have ϕi(xi) = 1, ϕi(xj) = 0 for j ∈
{1, ..., 4} and j 6= i, and ϕi(x5) = 1/4.

ϕ4

x1

x2

x3

x4

x5

x5 x5

ϕ1

x5

ϕ2

ϕ3

Figure 4.3: Illustration of the modified basis function ϕi on a hybrid element M .

A general formula for the modified basis function on an arbitrary polyhedron can be
derived as follows: Suppose a polyhedron has nV vertices, nF polygonal faces (excluding
triangle faces), and nFk vertices on the polygonal face Fk. Let xj , 1 ≤ j ≤ nV denote the
original vertices, xj , nV + 1 ≤ j ≤ nV + nF the centers of polygonal faces, and xnV +nF+1

the center of the element.

Then the modified basis function is given by

ϕi =
nV +nF+1∑

j=1

ωjϕ̃j (4.2.7)
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with i ∈ {1, ..., nV } and the weight

ωj =



1, if j ∈ {1, ..., nV } and j = i,

0, if j ∈ {1, ..., nV } and j 6= i,
1
nFj

, if j ∈ {nV + 1, ..., nV + nF } and xi and xj are on the same face,

0, if j ∈ {nV + 1, ..., nV + nF } and xi and xj are on different faces,
1
nV
, if j = nV + nF + 1.

(4.2.8)

Note that the basis function ϕi satisfies the following property:

nV∑
i=1

ϕi = 1, (4.2.9)

because

nV∑
i=1

ϕi =
nV∑
i=1

nV +nF+1∑
j=1

ωjϕ̂j =
nV∑
j=1

ϕ̂j +
nV +nF∑
j=nV +1

nFj
1
nFj

ϕ̂j + ϕ̂nV +nF+1

=
nV +nF+1∑

j=1

ϕ̂j = 1.

(4.2.10)

4.2.3 An extended P1 element on hybrid meshes

The extension of the P1 element on the subdivision Mh of the domain Ω ⊂ R3 is now
introduced by

V H
h = {v ∈ C(Ω̄) : v|M ∈ ΦM , ∀M ∈Mh}, (4.2.11)

where

ΦM = span{ϕi : M ∈Mh}. (4.2.12)

It can be shown that the global degrees of freedom of V H
h is the number of original vertices

of the hybrid mesh, and the global basis functions can be constructed from the local basis
functions.

4.2.4 Interpolation operators

We need to adapt some standard interpolation operators on pure tetrahedral meshes to
hybrid meshes.

Regularity assumptions on hybrid meshes

We firstly introduce some useful notations.

xi, i ∈ I = {1, ..., nV }: the vertices of an element M ∈Mh,
Pi: the patch of all elements from Mh containing xi as a vertex,
P =

⋃
Pi: the union of all the patches Pi covering an element M ∈Mh (see Figure 4.4),
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hT : the diameter of the element T ∈ Th,
hM : the diameter of the element M ∈Mh,
h = supT∈Th{hT }: the supremum of hT over all T ∈ Th,
ρT : the diameter of the inscribed ball in T ∈ Th.

M

P1

P2

P3

P4

T1

T2

T3
T4

Figure 4.4: The patch P =
⋃
Pi, i ∈ {1, ..., 4} covers the element M . The element M is

split into several triangular (tetrahedral) elements Ti, i ∈ {1, ..., 4}.

Assumption 4.1. We assume that Th is regular, i.e. there exists a constant σ such that

hT /ρT ≤ σ (4.2.13)

for all T ∈ Th.

Clément interpolation operator on hybrid meshes

The local projection πi : L2(Pi)→ R is given by

πiv =
1
|P i|

∫
Pi
vdx, (4.2.14)

where |Pi| is the volume of the patch Pi. Using the value prescribed by (4.2.14) as nodal
value at xi, the Clément interpolation operator IM is defined by

IMv =
nV∑
i=1

(πiv)ϕi =
nV∑
i=1

ϕi
|Pi|

∫
Pi
vdx. (4.2.15)

Patchwise error estimates

For the regular subdivision Th, it can be seen that the number of tetrahedra in each Pi is
bounded by a constant independent of h and i. On the other hand, the number of patches
Pi containing a given element M is also bounded by a constant independent of i and h.
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Thus, the patch Pi can only assume a finite number of different configurations. To each
configuration, there exists a reference patch P̂i contained in the unit ball {ξ, ‖ξ‖ ≤ 1} and a
continuous and invertible mapping ΦPi from P̂i onto Pi such that

ΦPi |T̂ is an affine mapping from T̂ onto T (4.2.16)

for all tetrahedra T̂ ⊂ P̂i and the corresponding tetrahedra T ∈ Pi, see [67]. See Figure 4.5
for an illustration.

T̂2

T̂4 T̂7

T̂8

T̂9

T̂3 T̂6T̂1

T̂5

T̂10

T̂11

T̂12

T2

T3

T4

T1

T5

T8

T7

T6

T9 T13

T12

T11

T10

T̂13

ΦPi

Figure 4.5: Transformation ΦPi associates the reference patch P̂i and the physical patch Pi.

We then have

Lemma 4.2. If v ∈ H1(Pi), then

‖v − πiv‖L2(Pi) ≤ 2‖v‖L2(Pi), (4.2.17)

‖v − πiv‖L2(Pi) ≤ chPi |v|H1(Pi), (4.2.18)

|v − πiv|H1(Pi) = |v|H1(Pi), (4.2.19)

where c is a mesh independent parameter and hPi = supT∈Pi{hT }.

Proof. We start proving (4.2.17). Using the Cauchy-Schwarz inequality (2.3.3), we have

‖πiv‖2L2(Pi) =
1
|Pi|2

∫
Pi

(∫
Pi
vdx

)2

dx ≤ 1
|Pi|2

∫
Pi
‖v‖2L2(Pi)|Pi|dx = ‖v‖2L2(Pi). (4.2.20)

Hence,
‖v − πiv‖L2(Pi) ≤ 2‖v‖L2(Pi).

It is easy to show that (4.2.18) follows by applying the Bramble-Hilbert Lemma 2.1. It is
obvious that (4.2.19) holds.

Elementwise error estimates

Correspondingly, we have the following element-wise error estimates.
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Lemma 4.3. If v ∈ H1(P), then

‖v − IMv‖L2(M) ≤ c‖v‖L2(P), (4.2.21)

‖v − IMv‖L2(M) ≤ chP |v|H1(P), (4.2.22)

|v − IMv|H1(M) ≤ c|v|H1(P), (4.2.23)

where c is a mesh independent parameter and hP = supT∈P{hT }.

Proof. By the Cauchy inequality (2.3.1), using the property that ϕj forms a partition of
unity, and 0 ≤ ϕi ≤ 1 on M , we have

‖v − IMv‖2L2(M) =
∫
M

(
nV∑
i=1

ϕi (v − πiv)

)2

dx

≤
∫
M

nV∑
i=1

ϕ2
i

nV∑
i=1

(v − πiv)2 dx,

≤
nV∑
i=1

‖v − πiv‖2L2(Pi).

(4.2.24)

Now applying the estimate (4.2.17) to the last line of (4.2.24), we obtain (4.2.21). Ap-
plying the estimate (4.2.18) to the last line of (4.2.24), we obtain (4.2.22).

For the proof of (4.2.23), using the partition of unity and the triangle inequality, we
have

|v − IMv|2H1(M) =
∫
M

∣∣∣∣∣∇
(
nV∑
i=1

ϕi (v − πiv)

)∣∣∣∣∣
2

dx

≤
nV∑
i=1

∫
Pi
|∇ (ϕi (v − πiv))|2 dx.

Now by using the product rule, the estimates (4.2.18) and (4.2.19), we obtain

|v − IMv|H1(M) ≤ c|v|H1(P). (4.2.25)

Global error estimates

We define the global Clément operator IC by

IC |M = IM (4.2.26)

for all M ∈ Mh. Because of the element-wise error estimates, it is easy to see that we have
the following global error estimates.

Lemma 4.4. If v ∈ H1(Ω), then

‖v − ICv‖L2(Ω) ≤ c‖v‖L2(Ω), (4.2.27)

‖v − ICv‖L2(Ω) ≤ ch|v|H1(Ω), (4.2.28)

|v − ICv|H1(Ω) ≤ c|v|H1(Ω), (4.2.29)

where c is a mesh independent parameter.
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Lagrange interpolation operator on hybrid meshes

For v ∈ H2(Ω), it follows from Sobolev’s embedding theorem that

max
x∈Ω̄
|v(x)| ≤ CE‖v‖H2(Ω), (4.2.30)

where CE = CE(Ω) > 0 is a constant. With this regularity, we can define the Lagrange
interpolation operator IL : H2(Ω)→ V H

h by

ILv|M =
nV∑
i=1

v(xi)ϕi (4.2.31)

for all M ∈Mh. Then we obtain

Lemma 4.5. For v ∈ H2(M), there exists a mesh independent constant c > 0 such that

‖v − ILv‖L2(M) ≤ chM |v|H1(M), (4.2.32)

|v − ILv|H1(M) ≤ chM |v|H2(M) (4.2.33)

for each M ∈Mh.

Proof. Note that ILv = v for v ∈ P1 on each M ∈ Mh. The rest of the proof is quite
standard. We omit it here.

Correspondingly, we have the following global error estimates:

Lemma 4.6. For v ∈ H2(Ω), there exists a mesh independent constant c > 0 such that

‖v − ILv‖L2(Ω) ≤ ch|v|H1(Ω), (4.2.34)

|v − ILv|H1(Ω) ≤ ch|v|H2(Ω). (4.2.35)

Now we will apply this extended P1 finite element on hybrid meshes to the structure
sub-problem and the harmonic extension from the FSI simulation.

4.3 Extended P1 elements for the structure problem

We choose a hybrid mesh of the structure reference domain Ω = Ωs
0 in (4.2.11), denoted by

M0
sh and obtain the finite element space for the displacement:

V s
h =

[
V H
h

]3
. (4.3.1)

The fully discretized structure problem is given in the following.

Problem 4.7. The discrete solution ds,n+1
h solves the discrete variational problem: Find

df,n+1
h ∈ V s

h ∩ V s
g (tn+1) such that for all vs

h ∈ V s
h ∩ V s

0 ,

as(ds,n+1
h , vs

h) = 〈F s,n
h , vs

h〉, (4.3.2)

where the bilinear and linear forms are defined as in Problem 3.6. From the finite element
solution ds,n+1

h , we obtain the discrete structure domain velocity

ws,n+1
h =

2
δt

(ds,n+1
h − ds,n

h )− ws,n
h . (4.3.3)
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4.4 Extended P1 elements for the harmonic extension

When we apply the extended P1 element to the fluid sub-problem in the FSI problem, we
firstly need to apply it to the harmonic extension. We choose a hybrid mesh of the fluid
reference domain Ω = Ωf

0 in (4.2.11), denoted by M0
fh and obtain the finite element space

for the harmonic extension:
Df
h =

[
V H
h

]3
. (4.4.1)

The discrete variational problem of the harmonic extension using P1 element reads in the
following.

Problem 4.8. The discrete solution df,n+1
h solves the discrete variational problem: Find

df,n+1
h ∈ Df

h ∩Df
g(t

n+1) such that for all φh ∈ Df
h ∩Df

0,∫
Ωf

0

∇df,n+1
h : ∇φhdx = 0. (4.4.2)

The computational fluid domain Ωf(tn+1) will be given from the calculated fluid domain
deformation by

Ωf(tn+1) = df,n+1
h + Ωf

0 (4.4.3)

and the fluid domain velocity will be updated by

wf,n+1
h =

df,n+1
h − df,n

h

δt
◦
(
xf
tn+1

)−1
. (4.4.4)

4.5 Stabilized finite elements on hybrid meshes for the fluid
problem

For the fluid sub-problem, as we mentioned before, the standard Galerkin finite element
method, i.e. applying the extended linear elements directly to the velocity and pressure
spaces, may suffer from two instabilities: one is from the violation of the discrete inf-sup
condition for the equal order velocity and pressure approximations, and the other is from
the dominating convection, see [36, 133, 82, 23, 103, 152].

The method to overcome the inf-sup instability is analyzed in Section 4.5.1-Section 4.5.6.
For illustration, we will only consider the Stokes problem under the Eulerian framework.

The combined PSGP/SUPG method for the implementation is described in Section 4.5.7.

4.5.1 Mixed finite element method for the Stokes problem

The Stokes system is given in the following problem.

Problem 4.9. Consider the system of Stokes equations in a bounded, connected, polyhedral
domain Ω ⊂ R3 and f ∈ [L2(Ω)]3: Find the velocity field u and the pressure p such that

−2µdivε(u) +∇p = f in Ω,
divu = 0 in Ω,

σf(u, p)nf = gN on ΓN,

u = uD on ΓD,

(4.5.1)
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where µ is the viscosity, ΓD the boundary of domain with Dirichlet data, ΓN the boundary of
domain with Neumann data, n the unit outer normal vector.

For simplicity, homogeneous Dirichlet boundary conditions (Γ = ΓD and uD = 0) will
be considered. The mixed variational formulation of the Stokes problem leads to:

Problem 4.10. Find u ∈ V = [H1
0 (Ω)]3 and p ∈ Q = L2

0 = {q ∈ L2(Ω) :
∫

Ω pdx = 0} such
that

a(u, v) + b(v, p) =〈F, v〉,
b(u, q) =0

(4.5.2)

for all v ∈ V and q ∈ Q, where a(u, v) = µ
∫

Ω ε(u) : ε(v)dx, b(v, q) = −
∫

Ω q div vdx, and
〈F, v〉 =

∫
Ω fvdx.

For Problem 4.10, the following theorem is of central importance (see [35]).

Theorem 4.11 (Brezzi-Babuška). Let V and Q be real Hilbert spaces, F ∈ V ∗, G ∈ Q∗, a(·, ·) :
V × V → R and b(·, ·) : V × Q → R be bilinear forms. Assume that there exist constants
α1, α2, β1, β2 > 0 with

1. |a(u, v)| ≤ α2‖u‖V ‖v‖V for all u, v ∈ V ,

2. |b(v, q)| ≤ β2‖v‖V ‖q‖Q for all v ∈ V, q ∈ Q,

3. a(v, v) ≥ α1‖v‖2V for all v ∈W = Ker(B) = {v ∈ V : b(v, q) = 0 for all q ∈ Q},

4. inf
06=q∈Q

sup
06=v∈V

b(v, q)
‖v‖V ‖q‖Q

≥ β1 > 0.

Then the variational problem above has a unique solution and we have

‖u‖V ≤
1
α1
‖F‖∗V , ‖p‖Q ≤

1
β1

(1 +
α2

α1
)‖F‖∗V . (4.5.3)

For Problem 4.10, the boundedness of the bilinear forms a(·, ·) and b(·, ·) are derived
from the Cauchy-Schwarz inequality with respect to the corresponding norm. The coercivity
of a(·, ·) is the result of the first Korn inequality. The inf-sup condition follows from Nečas’
inequality. Therefore, by Theorem 4.11, Problem 4.10 has a unique solution.

We are seeking an approximate solution of the mixed variational problem stated above
by choosing appropriate finite-dimensional subspaces Vh ⊂ V,Qh ⊂ Q.

Problem 4.12. Using Galerkin’s principle, the discrete solution (uh, ph) ∈ Vh × Qh solves
the discrete variational problem

a(uh, vh) + b(vh, ph) =〈F, vh〉,
b(uh, qh) =0,

(4.5.4)

for all vh ∈ Vh and qh ∈ Qh.

We need the following lemma (see [25]) for showing the existence, uniqueness, and error
estimates of a solution of Problem 4.12.
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Lemma 4.13 (Generalized Lemma of Cea). Assume the notations and assumptions of the
theorem of Brezzi-Babuška. Let Vh ⊂ V,Qh ⊂ Q be finite-dimensional subspaces. Assume
that there exist constants α̃1, β̃1 with

3’. a(vh, vh) ≥ α̃1‖vh‖2V for all vh ∈ Wh = Ker(Bh) = {vh ∈ Vh : b(vh, qh) = 0 for all
qh ∈ Qh},

4’. inf
06=qh∈Qh

sup
06=vh∈Vh

b(vh, qh)
‖vh‖V ‖qh‖Q

≥ β̃1 > 0 .

Then the discrete variational problem has a unique solution (uh, ph) ∈ Vh ×Qh and we have
the error estimates

‖u− uh‖V ≤ (1 +
α2

α̃1
)(1 +

β2

β̃1

) inf
vh∈Vh

‖u− vh‖V +
β2

α̃1
inf

qh∈Qh
‖p− qh‖Q (4.5.5)

for the velocity and

‖p− ph‖Q ≤ (1 +
α2

α̃1
)(1 +

β2

β̃1

)
α2

β̃1

inf
vh∈Vh

‖u− vh‖V + [1 +
β2

β̃1

(1 +
α2

α̃1
)] inf
qh∈Qh

‖p− qh‖Q (4.5.6)

for the pressure, respectively.

Since the bilinear form a(·, ·) is coercive on V = [H1
0 (Ω)]3, it is also coercive on KerBh ⊂

V . However, the discrete inf-sup condition does not generally follow from the continuous
inf-sup condition. We will study the discrete inf-sup condition on hybrid meshes explicitly
in Section 4.5.4.

4.5.2 MINI-element spaces on auxiliary tetrahedral meshes

Now, we introduce the P1-P1 element on the tetrahedral mesh Th, by

V L
h = [V T

h ]3 ∩ [C0(Ω)]3

and

QLh = V T
h ∩ L2

0(Ω)

for approximating the velocity and pressure, respectively. However, this linear finite element
is not stable, i.e. the inf-sup condition on the discrete level

inf
0 6=qh∈QLh

sup
06=vh∈V Lh

b(vh, qh)
‖vh‖V ‖qh‖Q

≥ β1 > 0

is not fulfilled. In order to stabilize the element, the space V L
h is enlarged by introducing a

bubble function

bT (x) =

{
λ1λ2λ3λ4, if x ∈ T ,
0, if x 6∈ T ,

(4.5.7)

determined by the barycentric coordinates λi, i ∈ {1, ..., 4} on each tetrahedron T ∈ Th with
vertices xi, i ∈ {1, ..., 4}. This bubble function vanishes at the boundary of T , i.e. bT (x) = 0
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for all x ∈ ∂T , and is extended by 0 to the whole domain Ω. For this bubble function, we
also have the following results:∫

T
bTdx =

|T |
840

,

∫
T
|∇bT |2dx =

s2
T

136080|T |
, (4.5.8)

where |T | is tetrahedral volume, and s2
T =

∑4
i=1 s

2
i the sum of squares of the area of all faces.

In both cases, it is easy to see that

σ(T ) :=
|
∫
T bTdx|

2

|T |
∫
T |∇bT |2dx

= O(h2
T ), (4.5.9)

where hT is the diameter of the element T ∈ Th.
The extension space Ṽh is defined by Ṽh = V L

h ⊕ Bh, where Bh = [span{bT , T ∈ Th}]3.
Hence the enlarged space Ṽh is expressed as follows

Ṽh = {v ∈ C0(Ω̄)3 : v|T = pT + bTβT , pT ∈ [P1]3, βT ∈ R3 ∀T ∈ Th}. (4.5.10)

This MINI-element approximation fulfills the inf-sup condition on the discrete level, and
therefore it is stable, see [35, 67, 137, 138, 157, 159].

4.5.3 Extended MINI-element spaces on hybrid meshes

The extension of the P1-P1 element on the subdivision Mh of the domain Ω ⊂ R3 is now
introduced by

Vh = [V H
h ]3 ∩ [C0(Ω)]3 (4.5.11)

and

Qh = V H
h ∩ L2

0(Ω) (4.5.12)

for the velocity and pressure, respectively.
We do not expect stability of this element. However, using the same bubble functions

(4.5.7) as we defined on the tetrahedra of the split hybrid elements, one obtains the following
extension of Vh on hybrid meshes

V̄h = {v ∈ C0(Ω̄)3 : v|M = pM +
∑

S
T=M

bTβT , pM ∈ [Φh]3, βT ∈ R3, ∀M ∈Mh}. (4.5.13)

The stability of this extension of the MINI-element on hybrid meshes will be shown next.

4.5.4 Fortin operator

For showing the inf-sup condition on the discrete level, we use the following lemma, see [35].

Lemma 4.14. Assume there exists a linear operator Πh : V → V̄h such that
1. b(Πhv, qh) = b(v, qh) for all qh ∈ Qh and all v ∈ V ,
2. ‖Πhv‖V ≤ c‖v‖V for all v ∈ V with a constant c independent of h.
Then the finite element spaces V̄h and Qh satisfy the inf-sup condition.
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Πh is called a Fortin operator. For the hybrid mesh, we obtain

b(Πhv − v, qh) =
∫

Ω
qhdiv(Πhv − v)dx = −

∫
Ω

(Πhv − v) · ∇qhdx

= −
∑

M∈Mh

∑
T∈M

∫
T

(Πhv − v) · ∇qhdx

= −
∑

M∈Mh

∑
T∈M

∇qh ·
∫
T

(Πhv − v)dx.

(4.5.14)

Thus a sufficient condition satisfying b(Πhv, qh) = b(v, qh) is∫
T

Πhvdx =
∫
T
vdx (4.5.15)

for all T ∈ Th.
We use the following ansatz for Πh:

Πhv|M = IMv +
∑
T∈M

bTβT (4.5.16)

for all M ∈ Mh, where IM is defined in (4.2.15) and applied to each component of v. By
inserting (4.5.16) in (4.5.15), we obtain

βT =

∫
T (v − IMv) dx∫

T bTdx
. (4.5.17)

This leads to the definition of Πh from V to V̄h:

Πhv = ICv + IB (v − ICv) , (4.5.18)

where IC is defined in (4.2.26) and applied to each component of v, and IB is a linear operator
given by

IBv|M =
∑
T∈M

bT

∫
T vdx∫
T bTdx

(4.5.19)

for all M ∈Mh.
We then have

Lemma 4.15. Under the Assumption 4.1 on hybrid meshes, the operator Πh is bounded
with respect to the H1 norm, i.e. ‖Πhv‖H1(Ω) ≤ c‖v‖H1(Ω) for all v ∈ H1(Ω) with mesh
independent constant c > 0.

Proof. Inequalities (4.2.27) and (4.2.29) imply

‖v − ICv‖H1(Ω) ≤ c‖v‖H1(Ω). (4.5.20)

Thus, by triangle inequality, we obtain

‖ICv‖H1(Ω) ≤ (1 + c)‖v‖H1(Ω). (4.5.21)
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We have

‖IBv‖L2(M) ≤
∑
T∈M

‖bT ‖L2(T )

∣∣∣∣
∫
T vdx∫
T bTdx

∣∣∣∣ =
∑
T∈M

√∫
T
b2Tdx

∣∣∣∣
∫
T vdx∫
T bTdx

∣∣∣∣
≤
∑
T∈M

√∫
T
bTdx

∣∣∣∣
∫
T vdx∫
T bTdx

∣∣∣∣ ≤
√

|T |∫
T bTdx

√∫
T
v2dx.

(4.5.22)

Now by using the first idenitities in (4.5.8), we obtain

‖IBv‖L2(M) ≤ c‖v‖L2(M) (4.5.23)

with a mesh independent constant c.
On the other hand, by using (4.5.9), we have

|IBv|H1(M) ≤
∑
T∈M

∣∣∣∣bT
∫
T vdx∫
T bTdx

∣∣∣∣
H1(T )

≤
∑
T∈M

|bT |H1(T )

∣∣∣∣
∫
T vdx∫
T bTdx

∣∣∣∣
=
∑
T∈M

√∫
T |∇bT |2dx|T |
|
∫
T bTdx|2|T |

∣∣∣∣∫
T
vdx

∣∣∣∣ ≤ ∑
T∈M

c
h−1
T√
|T |

∣∣∣∣∫
T
vdx

∣∣∣∣
≤
∑
T∈M

ch−1
T |v|L2(T ) ≤ ch

−1
T |v|L2(M) .

(4.5.24)

Now collecting (4.5.22) and (4.5.24), and using (4.2.28) in (4.5.24), we obtain

‖IB (v − ICv)‖H1(Ω) ≤ c‖v‖H1(Ω) (4.5.25)

with a mesh independent constant c.
From (4.5.21) and (4.5.25), the result follows.

The constructed operator Πh satisfies all conditions of Lemma 4.14. Hence Πh is a Fortin
operator and the discrete inf-sup condition on hybrid meshes fulfills. This is summarized in
the following theorem.

Theorem 4.16. For a hybrid mesh with regular triangular subdivisions, the spaces V̄h and
Qh fulfill the discrete inf-sup condition with a constant β̄ independent of h

inf
0 6=qh∈Qh

sup
06=vh∈V̄h

b(vh, qh)
‖vh‖V ‖qh‖Q

≥ β̄ > 0. (4.5.26)

4.5.5 An a priori error estimate

Since Theorem 4.16 holds for the spaces V̄h(Ω) and Qh(Ω), and the coercivity of a(·, ·)
bilinear form also holds in the space V̄h(Ω) ⊂ [H1

0 (Ω)]3, one can apply the generalized Cea’s
Lemma 4.13: the discretization error can be bounded by the approximation error. On the
other hand the later can be bounded by the interpolation error:

inf
vh∈V̄h

‖u− uh‖H1(Ω) ≤ ‖u− ILu‖H1(Ω), (4.5.27)
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inf
ph∈Qh

‖p− ph‖L2(Ω) ≤ ‖p− ICp‖L2(Ω), (4.5.28)

where IL is defined in (4.2.31) and applied to each component of u.
Now using estimates (4.2.34), (4.2.35) and (4.2.28), we arrive at an a priori error estimate

for hybrid meshes on the spaces V̄h and Qh.

Theorem 4.17. For this extension of the MINI-element approximation of the Stokes system
on hybrid meshes, we have the following error estimate for the velocity and pressure

‖u− uh‖H1(Ω)+‖p− ph‖L2(Ω)≤ ch
(
‖u‖H2(Ω) + |p|H1(Ω)

)
(4.5.29)

for all uh ∈ V̄h and ph ∈ Qh provided u ∈ [H2(Ω)]3 and p ∈ H1(Ω).

4.5.6 Static condensation

In this subsection, we will eliminate the bubble degrees of freedom on each hybrid element
(static condensation). We have the ansatz

uh = uLh + uBh , (4.5.30)

where uLh ∈ Vh and uBh =
∑

M∈Mh

∑
T∈M

bTβT ∈ Bh. The coefficient βT is defined as

βT =
3∑
j=1

βT,jej (4.5.31)

where βT,j is a real number and ej the j-th unity vector in R3. We firstly have an orthogo-
nality property associated with Problem 4.12.

Lemma 4.18. We have
a(uLh , wh) = 0 (4.5.32)

for all uLh ∈ Vh, wh ∈ Bh. Furthermore, we have

a(βT bT , bT ei) =
µ

2
βT,iδT +

µ

2

∫
T

∑
j

∂bT
∂xi

∂bT
∂xj

βT,jdx. (4.5.33)

Proof. Using the ansatz uLh |M(⊃T ) =
∑n

i=1 ujϕj , where uj ∈ R3 and n is the number of
vertices of M , and noticing that each ϕj is a linear combination of the ϕ̃k, we only need
to consider the ϕ̃k which have support on T . By integration by parts over each T ∈ Th,
bT ∈ H1

0 (T ), it is easy to see that

a(uLh , bT ei) = 0. (4.5.34)

We have

a(βT bT , bT ei) =µ
∫
T
ε

bT∑
j

βT,jej

 : ∇ (bT ei) dx

=
µ

2

∑
j

∫
T
∇ (bTβT,jej) : ∇ (bT ei) dx+

µ

2

∫
T

∑
j

βT,j (∇ (bT ej))
T : ∇ (bT ei)

=
µ

2
βT,iδT +

µ

2

∫
T

∑
j

∂bT
∂xi

∂bT
∂xj

βT,jdx,

(4.5.35)
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where δT =
∫
T |∇bT |

2dx.

Next, we will eliminate the additional degrees of freedom βT on each T ∈ Th.

Lemma 4.19. The coefficient βT can be determined in terms of the bubble function bT , the
discrete solution ph and the given right hand side f :

βT = A−1
T gT , (4.5.36)

where

gT =
(∫

T
bT fdx−

∫
T
∇phbTdx

)
(4.5.37)

and

AT = (aij) = (aji) =


µ
2

(
δT +

∫
T

(
∂bT
∂xi

)2
dx

)
if i = j,

µ
2

∫
T
∂bT
∂xi

∂bT
∂xj

dx if i 6= j.
(4.5.38)

Proof. Testing the momentum equation in Problem 4.12 with bT ei for each T ∈M and using
Lemma 4.18, we have

〈F, bT ei〉 = a(uh, bT ei) + b(bT ei, ph) = a(uBh , bT ei) + a(uLh , bT ei) + b(bT ei, ph)
= a(βT bT , bT ei) + b(bT ei, ph).

By elementary manipulation, it ends up with a linear system of equations on each T ∈ Th:

µ

2

δT +
∫
T
∂bT
∂x1

∂bT
∂x1

dx
∫
T
∂bT
∂x1

∂bT
∂x2

∫
T
∂bT
∂x1

∂bT
∂x3∫

T
∂bT
∂x2

∂bT
∂x1

dx δT +
∫
T
∂bT
∂x2

∂bT
∂x2

∫
T
∂bT
∂x2

∂bT
∂x3∫

T
∂bT
∂x3

∂bT
∂x1

dx
∫
T
∂bT
∂x3

∂bT
∂x2

δT +
∫
T
∂bT
∂x3

∂bT
∂x3


βT,1βT,2
βT,3

 =
∫
T
bT (f −∇ph) dx,

(4.5.39)
i.e.

ATβT = gT . (4.5.40)

By solving it, we obtain the claimed result.

Now using the mass equation in Problem 4.12, we obtain

Lemma 4.20. The mass equation in Problem 4.12 can be reduced to

b(uLh , qh)− c̄h(ph, qh) = 〈Ḡh, qh〉 (4.5.41)

for all qh ∈ Qh, where c̄h(ph, qh) and the right hand side 〈Ḡh, qh〉 are given by

c̄h(ph, qh) =
∑

M∈Mh

∑
T∈M

γ(T )
∫
T
A−1
T ∇ph · ∇qhdx (4.5.42)

and
〈Ḡh, qh〉 = −

∑
M∈Mh

∑
T∈M

γ(T )
∫
T
A−1
T f̄(T ) · ∇qhdx, (4.5.43)
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respectively, and γ(T ) is a mesh dependent parameter given by

γ(T ) =

(∫
T bTdx

)2
|T |

(4.5.44)

with f̄(T )

f̄(T ) =

∫
T bT fdx∫
T bTdx

. (4.5.45)

Proof. Using the ansatz uh = uLh + uBh for the mass equation in Problem 4.12 and by inte-
gration by parts over each T ∈ Th, one obtains

0 = −
∫

Ω
qh div uLhdx+

∑
M∈Mh

∑
T∈M

∫
T
bTβT · ∇qhdx. (4.5.46)

Using βT calculated in Lemma 4.19, we arrive at∫
Ω
qh div uLhdx =

∑
M∈Mh

∑
T∈M

(∫
T
bTA

−1
T

∫
T
bT fdx · ∇qhdx−

∫
T
bTA

−1
T

∫
T
bT∇phdx · ∇qhdx

)

=
∑

M∈Mh

∑
T∈M

|T |

(
∇qh ·

(∫
T bTdx

)2
A−1
T

∫
T bT fdx∫

T bTdx|T |
− ∇qh ·A−1

T ∇ph

(∫
T bTdx

)2
|T |

)
=

∑
M∈Mh

∑
T∈M

γ(T )|T |
(
∇qh ·A−1

T f̄(T )−∇qh ·A−1
T ∇ph

)
.

(4.5.47)

Since ∇qh and ∇ph are piecewise constant on each T ∈ Th, we have

∇qh ·A−1
T f̄(T ) =

∫
T ∇qh ·A

−1
T f̄(T )dx
|T |

(4.5.48)

and

∇qh ·A−1
T ∇ph =

∫
T ∇qh ·A

−1
T ∇phdx
|T |

. (4.5.49)

By inserting (4.5.48) and (4.5.49) into the last line of (4.5.47), the claimed result follows.

Testing the momentum equation in Problem 4.12 with vLh ∈ Vh and using Lemma 4.18
we obtain

a(uLh , v
L
h ) + b(vLh , ph) = 〈F, vLh 〉 (4.5.50)

for all vLh ∈ Vh. Collecting equations (4.5.41) and (4.5.50), the discrete mixed formulation
after static condensation is summarized in the following.

Problem 4.21. Find uLh ∈ Vh and ph ∈ Qh such that

a(uLh , v
L
h ) + b(vLh , ph) = 〈F, vLh 〉, (4.5.51)

b(uLh , qh)− c̄h(ph, qh) = 〈Ḡh, qh〉 (4.5.52)

for all vLh ∈ Vh and qh ∈ Qh.
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Remark 4.22. It is easy to see that γ(T )A−1
T in (4.5.42) and (4.5.43) is in order of h2

T .
Thus we would suggest using the so-called residual-based stabilization technique introduced
in connection with the Stokes flow by adding element-wise terms to the left hand side of the
discrete weak form of the momentum equation∑

M∈Mh

∑
T∈M

η(T ) (−∇ · ε(u) +∇p,−∇ · ε(v) +∇q)T (4.5.53)

and the right hand side for keeping the consistency∑
M∈Mh

∑
T∈M

η(T ) (f,−∇ · ε(v) +∇q) , (4.5.54)

where η(T ) = O
(
h2
T

)
, see [80, 60]. For continuous piecewise linear functions, they will be

reduced to ∑
M∈Mh

∑
T∈M

η(T ) (∇p,∇q)T (4.5.55)

and ∑
M∈Mh

∑
T∈M

η(T )
(
f̄ ,∇q

)
. (4.5.56)

4.5.7 SUPG/PSPG stabilization for the ALE fluid problem

This method combines the pressure stabilization Petrov-Galerkin method (PSPG) and the
streamline upwind Petrov-Galerkin method (SUPG) (see [151, 36, 133, 82, 23, 103, 152]),
which overcome the instability from the violation of the discrete inf-sup condition and the
dominating convection, respectively. Additionally if the diffusion term is too small, i.e. 0 <
µ� 1, an element-wise stabilization of divergence constraint denoted as grad-div stabilization
is important (see [151]).

We choose a hybrid mesh of the fluid domain Ω = Ωf(tn+1) in (4.2.11), denoted byMfh

and obtain the finite element spaces

V f
h(tn+1) =

[
V H
h

]3
(4.5.57)

and
Qf
h(tn+1) = V H

h (4.5.58)

for the velocity and pressure, respectively. Note that the subdivision Mfh is obtained from
the ALE mapping, i.e. Mfh =M0

fh ◦
(
xf
tn+1

)−1.
The approach adds the following terms to the momentum equation in (3.2.16):

∑
M∈Mfh

∑
T∈M

∫
T

(
ρf
∂uh
∂t

∣∣∣∣
x0

+ ρf

(
(uh − wf

h) · ∇
)
uh − 2µdivε(uh) +∇ph

)

·
(
δp
T∇q

f
h + δu

Tρf

(
(uh − wf

h) · ∇
)
vf
h

)
dx

(4.5.59)

and ∑
M∈Mh

∑
T∈M

∫
T
γT∇ · uh∇ · vf

hdx, (4.5.60)
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where, according to [23], δu
T , δp

T , and γT are given by

δu
T = δp

T = δT ∼
(
r4µ

h2
T

+
r‖ωh‖L∞(T )

hT
+ ‖c‖L∞(T )

)−1

, γT ∼
h2
T

r2δT
(4.5.61)

with the polynomial degree r for the finite element space.
In the P1-P1 case, for the fluid sub-problem under the ALE framework, we have

r = 1, ωh = ρf(uh − wf
h), c = ρf

(
1
δt
− divwf

h

)
. (4.5.62)

The discrete stabilized ALE weak formulation leads to the following problem.

Problem 4.23. Find (un+1
h , pn+1

h ) = (uh(tn+1), ph(tn+1)) ∈
(
V f
h(tn+1) ∩ V f

g (tn+1)
)
×Qf

h(tn+1)
such that for all (vf

h, q
f
h) ∈

(
V f
h(tn+1) ∩ V f

0 (tn+1)
)
×Qf

h(tn+1),{
ã(un+1

h , vf
h) + b̃1(vf

h, p
n+1
h ) = 〈F̃ f,n+1

h , vf
h〉,

b̃2(un+1
h , qf

h)− c̃(pn+1
h , qf

h) = 〈G̃f,n+1
h , qf

h〉,
(4.5.63)

with 

ã(un+1
h , vf

h) = af(un+1
h , vf

h) + af
s(u

n+1
h , vf

h),

b̃1(vf
h, p

n+1
h ) = b(vf

h, p
n+1
h ) + b1,s(vf

h, p
n+1
h ),

b̃2(un+1
h , qf

h) = b(un+1
h , qf

h) + b2,s(un+1
h , qf

h),

c̃(pn+1
h , qf

h) = cs(pn+1
h , qf

h),

〈F̃ f,n+1
h , vf

h〉 = 〈F f,n+1, vf
h〉+ 〈F f,n+1

h , vf
h〉s

〈G̃f,n+1
h , qf

h〉 = 〈Gf,n+1
h , qf

h〉s,

(4.5.64)

where af(·, ·), b(·, ·), and 〈F f,n+1, ·〉 are given by (3.3.20) in Problem 3.7.
The stabilization terms with subscription s are defined by

af
s(u

n+1
h , vf

h) =
∑

M∈Mfh

∑
T∈M

∫
T
γT∇ · un+1

h ∇ · vf
hdx

+
∑

M∈Mfh

∑
T∈M

δT

∫
T
ρf(θn+1

h · ∇)un+1
h · ρf(θn+1

h · ∇)vf
hdx

+
1
δt

∑
M∈Mfh

∑
T∈M

δT

∫
T
ρfu

n+1
h · ρf(θn+1

h · ∇)vf
hdx

−
∑

M∈Mfh

∑
T∈M

δT

∫
T

divwf,n+1
h ρfu

n+1
h · ρf(θn+1

h · ∇)vf
hdx,

(4.5.65)

b1,s(vf
h, p

n+1
h ) =

∑
M∈Mfh

∑
T∈M

δT

∫
T
∇pn+1

h · ρf(θn+1
h · ∇)vf

hdx, (4.5.66)

b2,s(un+1
h , qf

h) =− 1
δt

∑
M∈Mfh

∑
T∈M

δT

∫
T
ρfu

n+1
h · ∇qf

hdx

+
∑

M∈Mfh

∑
T∈M

δT

∫
T

divwf,n+1
h ρfu

n+1
h · ∇qf

hdx

−
∑

M∈Mfh

∑
T∈M

δT

∫
T
ρf(θn+1

h · ∇)un+1
h · ∇qf

hdx,

(4.5.67)
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cs(pn+1
h , qf

h) =
∑

M∈Mfh

∑
T∈M

δT

∫
T
∇pn+1

h · ∇qf
hdx, (4.5.68)

and the corresponding right hand sides are defined by

〈F f,n+1
h , vf

h〉s =
1
δt

∑
M∈Mn

fh

∑
T∈M

δT

∫
T
ρfu

n
h · ρf(θnh · ∇)v̄f

hdx, (4.5.69)

〈Gf,n+1
h , qf

h〉s = − 1
δt

∑
M∈Mn

fh

∑
T∈M

δT

∫
T
ρfu

n
h · ∇q̄f

hdx, (4.5.70)

where θn+1
h = unh ◦xf

tn ◦
(
xf
tn+1

)−1−wf,n+1
h , v̄f

h = vf
h ◦xf

tn+1 ◦
(
xf
tn
)−1, q̄f

h = qf
h ◦xf

tn+1 ◦
(
xf
tn
)−1,

and Mn
fh is a subdivision of the domain Ω(tn) at the previous time step tn.

Problem 4.23 will lead to an indefinite and unsymmetric linear system.

4.6 System assembling of FSI sub-problems

In this section, we will give details for the finite element implementation, namely, the element-
wise assembling process. For representing a vector-valued function ch of the finite element
solution, we use the so-called point-wise ordering, i.e.

ch =
n∑
j=1

cjϕj , (4.6.1)

where ϕj is a scalar basis function of V H
h , cj is a coefficient from R3, say cj = (c1

j , c
2
j , c

3
j )
T ,

and n is the total number of vertices.

4.6.1 Structure system assembling

Using point-wise ordering, the discrete solution ds
h of the displacement at time tn+1 will be

represented by the anstaz

ds
h =

n∑
j=1

ds
jϕj , (4.6.2)

where ds
j = (d1

j , d
2
j , d

3
j )
T ∈ R3 and ϕj is a basis function for each component of the space V s

h .
We choose vs

h = eβϕi in (4.3.2) in Problem 4.7 for β = 1, 2, 3:

a(
n∑
j=1

3∑
α=1

eαd
α
j ϕj , eβϕi) = 〈F s, eβϕi〉 (4.6.3)

for i = 1, ..., n.
From this we obtain the following linear system of equations:

Asds = f s (4.6.4)

with As containing 3× 3 block matrices Aβ,αi,j for β, α ∈ {1, 2, 3} as its entries, ds = (ds
i), and

f s ∈ (R3)n containing fβ
i

for β ∈ {1, 2, 3} as its entries.
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Using the definitions of a(·, ·) and 〈F s,n, ·〉 in Problem 3.6, we obtain the entries

Aβ,αi,j =
∑

M∈M0
sh

∑
T∈M

∫
T

2
δt2

ρseαϕj · eβϕidx+
∑

M∈M0
sh

∑
T∈M

∫
T
λldiv(eαϕj)div (eβϕi) dx

+
∑

M∈M0
sh

∑
T∈M

∫
T

2µlε(eαϕj) : ε(eβϕi)dx

=
∑

M∈M0
sh

∑
T∈M

∫
T
λl
∂ϕj
∂xα

∂ϕi
∂xβ

dx+


∑

M∈M0
sh

∑
T∈M

∫
T

2
δt2

ρsϕjϕidx (if α = β)

0 (if α 6= β)

+



∑
M∈M0

sh

∑
T∈M

∫
T
µl

(
3∑
l=1

∂ϕj
∂xl

∂ϕi
∂xl

+
∂ϕj
∂xα

∂ϕi
∂xα

)
dx (if α = β)

∑
M∈M0

sh

∑
T∈M

∫
T
µl
∂ϕj
∂xβ

∂ϕi
∂xα

dx (if α 6= β)

(4.6.5)
and

fβ
i

=
∑

M∈M0
sh

∑
T∈M

∫
T

2
δt2

ρs(d
s,n
h + δtws,n

h ) · eβϕidx, (4.6.6)

where ds,n
h and ws,n

h are finite element solutions from the previous time step.
Note that the final system has to include the Dirichlet boundary conditions which will

lead to some changes for the matrix As and the right hand side f s. Here we will not detail
how to numerically incorporate Dirichlet boundary conditions into the system.

4.6.2 Harmonic extension system assembling

Using point-wise ordering, the discrete solution df
h of the displacement for the initial fluid

domain at time tn+1 will be represented by the anstaz:

df
h =

n∑
j=1

df
jϕj , (4.6.7)

where df
j = (d1

j , d
2
j , d

3
j )
T ∈ R3 and ϕj is a basis function for each component of the space Df

h.
We choose φh = eβϕi in (4.4.2) in Problem 4.8 for β = 1, 2, 3:

∫
Ωf

0

∇

 n∑
j=1

3∑
α=1

eαd
α
j ϕj

 : ∇ (eβϕi) dx = 0 (4.6.8)

for i = 1, ..., n.
From this, we obtain a linear system of equations.

Dfdf = f (4.6.9)
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with Df containing block diagonal matrices as its entries

Df
i,j =

D
1,1
i,j 0 0
0 D2,2

i,j 0
0 0 D3,3

i,j

 , (4.6.10)

df = (df
i), (4.6.11)

and f ∈ (R3)n including the Dirichlet boundary conditions.
Using definition of a(·, ·) in (4.3.2) of Problem 4.8, the entries are given by

Dβ,β
i,j =a(eβϕj , eβϕi) =

∫
Ωf

0

∇(eβϕj) : ∇(eβϕi)dx0 =
∑

M∈M0
fh

∑
T∈M

∫
T

3∑
k=1

∂ϕi
∂xk

∂ϕj
∂xk

.

(4.6.12)

4.6.3 Fluid system assembling

Using point-wise ordering for the discrete velocity solution uh, we have

uh =
n∑
j=1

ujϕj , (4.6.13)

where uj = (u1
j , u

2
j , u

3
j )
T ∈ R3 and ϕj is a basis function for each component of space V f

h(t).
For the discrete pressure solution ph, we have

ph =
n∑
j=1

pjϕj , (4.6.14)

where pj ∈ R and ϕj is a basis function for Qf
h(t).

We choose vf
h = eβϕi in the first line in (4.5.63) in Problem 4.23 for β = 1, 2, 3 and

qf
h = ϕi in the second line in (4.5.63) in Problem 4.23:

ã(
n∑
j=1

3∑
α=1

uαj eαϕj , eβϕi) + b̃1(eβϕi,
n∑
j=1

pjϕj) = 〈F̃ f,n
h , eβϕi〉,

b̃2(
n∑
j=1

3∑
α=1

uαj eαϕj , ϕi)− c̃(
n∑
j=1

pjϕj , ϕi) = 〈G̃f,n
h , ϕi〉

(4.6.15)

for i = 1, ..., n.
From this a linear system of equations arises.(

Af (Bf
1)T

Bf
2 −C f

)(
u
p

)
=
(
f f

gf

)
, (4.6.16)

where Af contains 3×3 block matrices Aβ,αi,j for β, α ∈ 1, 2, 3 as its entries, Bf
1 and Bf

2 contain
(Bf

1)αi,j and (Bf
2)αi,j for α ∈ 1, 2, 3 as their entries, u = (ui), p = (pi), f f ∈ (R3)n containing

fβ
i

for β ∈ 1, 2, 3 as its entries and gf ∈ Rn.
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Using definitions of the bilinear forms and linear forms in Problem 4.23, we obtain the
following entries for the system:

Aβ,αi,j = a(eαϕj , eβϕi) + af
s(eαϕj , eβϕi),

(Bf
1)βi,j = b(eβϕj , ϕi) + b1,s(eβϕj , ϕi),

(Bf
2)βi,j = b(eβϕj , ϕi) + b2,s(eβϕj , ϕi),

C f
i,j = cs(ϕj , ϕi),

fβ
i

= 〈F f,n+1, eβϕi〉+ 〈F f,n+1, eβϕi〉s,

g
i

= 〈Gf,n+1, ϕi〉s,

(4.6.17)

where

a(eαϕj , eβϕi) =


0 (if α 6= β)∑
M∈Mfh

∑
T∈M

∫
T

(ρf

δt
− divwf,n+1

h ρf

)
ϕjϕidx (if α = β)

+


0 (if α 6= β)∑
M∈Mfh

∑
T∈M

∫
T
ρf(θn+1

h · ∇)ϕjϕidx (if α = β)

+



∑
M∈Mfh

∑
T∈M

∫
T
µ
∂ϕj
∂xβ

∂ϕi
∂xα

dx (if α 6= β)

∑
M∈Mfh

∑
T∈M

∫
T
µ(

3∑
l=1

∂ϕj
∂xl

∂ϕi
∂xl

+
∂ϕj
∂xα

∂ϕi
∂xα

)dx (if α = β)
,

(4.6.18)

b(eβϕi, ϕj) = = −
∑

M∈Mfh

∑
T∈M

∫
T
ϕj
∂ϕi
∂xβ

dx, (4.6.19)

〈F f,n+1, eβϕi〉 =
∑

M∈Mfh

∑
T∈M

1
δt
δT

∫
T
h2
Tρfû

n
h,βρf(θn+1

h · ∇)ϕidx, (4.6.20)

and the corresponding stabilization terms

af
s(eαϕj , eβϕi) =

∑
M∈Mfh

∑
T∈M

γT

∫
T

∂ϕj
∂xα

∂ϕi
∂xβ

dx

+


0 (if α 6= β)∑
M∈Mfh

∑
T∈M

δT

∫
T
ρf(θn+1

h · ∇)ϕjρf(θn+1
h · ∇)ϕidx (if α = β)

+


0 (if α 6= β)∑
M∈Mfh

∑
T∈M

∫
T

(
ρ2

f δT
δt
− ρ2

f δTdivwf,n+1
h

)
ϕj(θn+1

h · ∇)ϕidx (if α = β) ,

(4.6.21)

b1,s(eβϕi, ϕj) =
∑

M∈Mfh

∑
T∈M

∫
T
δT
∂ϕj
∂xβ

ρf(θn+1
h · ∇)ϕidx, (4.6.22)
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b2,s(eβϕi, ϕj) =
∑

M∈Mfh

∑
T∈M

∫
T

(
−δTρf

δt
+ δTρfdivwf,n+1

h

)
ϕi ·

∂ϕj
∂xβ

dx

−
∑

M∈Mfh

∑
T∈M

∫
T
δTρf(θn+1

h · ∇)ϕi ·
∂ϕj
∂xβ

dx,

(4.6.23)

cs(ϕj , ϕi) =
∑

M∈Mfh

∑
T∈M

∫
T
δT

3∑
l=1

∂ϕ̄j
∂xl

∂ϕ̄i
∂xl

dx (4.6.24)

〈F f,n+1, eβϕi〉s =
∑

M∈Mn
fh

∑
T∈M

∫
T

1
δt
δTρfu

n
h,βρf(θnh · ∇)ϕ̄idx, (4.6.25)

〈Gf,n+1, ϕi〉s =−
∑

M∈Mn
fh

∑
T∈M

∫
T

1
δt
δTρf

3∑
l=1

unh,l
∂ϕ̄i
∂xl

dT, (4.6.26)

where unh,β is the β-th component of the velocity solution unh, and ϕ̄i = ϕi ◦ xf
tn+1 ◦

(
xf
tn
)−1.

4.7 Summary

This chapter deals with finite element discretization for the structure and fluid sub-problems
on hybrid meshes. We constructed the extended P1 element on hybrid meshes. This extended
P1 element can be directly applied to the structure sub-problem and the harmonic extension
problem. For the fluid sub-problem, in order to overcome the inf-sup instability caused
by equal order spaces for both velocity and pressure, we enlarge the velocity space with
sufficiently many bubble functions. This method is analyzed by explicitly constructing the
Fortin operator on the hybrid mesh. For the implementation, the combined PSPG/SUPG
method is used.

After the finite element discretization, algebraic equations arise. One main contribution
of the thesis is to solve these equations using algebraic multigrid methods. This will be
discussed in Chapter 5.
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Chapter 5

Algebraic multigrid methods for
saddle point problems

5.1 Introduction

From the proper finite element discretization for the FSI sub-problems in Chapter 4, several
(large) linear systems of equations arise:

• for the harmonic extension problem

Dfdf = f, (5.1.1)

• for the structure problem
Asds = f s, (5.1.2)

• for the (linearized) Navier-Stokes problem(
Af (Bf

1)T

Bf
2 −C f

)(
u
p

)
=
(
f f

gf

)
, (5.1.3)

where the matrices Df, As, Af, Bf
1, Bf

2, C f are sparse. Problems (5.1.1), (5.1.2), and (5.1.3)
can be characterized into two groups:

1. Symmetric and positive definite (SPD) systems from the primal variational formula-
tions: (5.1.1) and (5.1.2),

2. Saddle point problem: (5.1.3),

and will be solved by fast iterative methods.
Let us consider an SPD system in the form of

Ax = b. (5.1.4)

One standard Krylov subspace method to solve this linear system is the (preconditioned)
conjugate gradient method ((P)CG). As is well known when applying this method without
any preconditioning the iteration numbers required for obtaining a fixed relative accuracy

53
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ε ∈ (0, 1) are proportional to
√
κ(A), where κ(A) is the condition number of the stiffness

matrix A and κ(A) = O(h−2) for a second order elliptic problem. Here h denotes the mesh
size. Using a preconditioning technique, we solve an equivalent system of equations

Â−1Ax = Â−1b, (5.1.5)

for which the SPD matrix Â is a preconditioner aiming at reducing the condition number of
the preconditioned system matrix Â−1A. If the preconditioner Â is optimal, i.e. κ(Â−1A) =
O(1) and the number of arithmetical operations for realizing Â−1 (only the action of applying
Â−1 to a given vector) is proportional to the number of unknowns n, then for a relative error
reduction of the residual by a factor ε, the number of arithmetical operations is proportional
to n. We refer to [12, 74, 111, 139, 121] for details.

A good preconditioner for A in (5.1.4) is to apply a multigrid method (MG) to the system
(5.1.4). This method can significantly reduce the error by combining the so-called smoothing
steps and coarse grid corrections. In order to apply this method, we need to build a hierarchy
of linear systems on different levels. According to the way how the hierarchy is constructed,
two types of this method have been developed. If a hierarchy of meshes is available, the
construction of these operators is easily obtained by using geometric information of two
consecutive meshes. Or instead, the coarse system matrices are directly built from the
discretization of differential operators on all level. This method is the so-called geometric
multigrid method (GMG). For detailed discussions concerning its convergence analysis and
applications, we refer to [73, 29]. If either only the matrix or the finest mesh information is
available, the matrix hierarchy will not be built on the hierarchy of meshes, but on purely
algebraic information. Thus it leads to the algebraic multigrid methods (AMG), see [31, 145,
146, 132, 71, 153, 69, 91, 135, 154, 164, 24]. It is usually more robust and efficient when
combining MG preconditioners and Krylov subspaces accelerations, see [84, 85].

In our situations, due to the mesh generator used and complex structures of hybrid
meshes, a hierarchy of such meshes is not available. Thus the AMG combined with a CG
acceleration for solving (5.1.4) will be applied to the discrete structure sub-problem and
harmonic extension problem in the FSI simulation.

Let us denote the saddle point problem arising from the discretization of fluid sub-
problem by (

A B1
T

B2 −C

)(
u
p

)
=
(
f
g

)
. (5.1.6)

Note that for the Stokes problem, the block A is SPD, B1 = B2 = B have full rank, C is
symmetric and positive semi-definite (SPSD), and the (negative) Schur complement

S = B2A
−1BT

1 + C (5.1.7)

is SPD. For the Oseen problem (linearized Navier-Stokes problem), A is unsymmetric and
in general B1 6= B2. However, for simplicity, we will not deal with all these situations in the
remaining of this chapter, but restrict to the case that B1 = B2.

One method to solve (5.1.6) is a (preconditioned) Krylov subspace method which is ca-
pable of solving indefinite and unsymmetric problems: e.g. the generalized minimal residual
method (GMRES) (see [140]) or the stabilized bi-conjugate gradient method (BiCGstab) (see
[45]). Another method is obtained by iteratively decoupling the velocity and pressure un-
knowns, which relies on good preconditioners Â−1 for the block A, and Ŝ−1 for the modified
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Schur complement S̃ = B[diag(A)]−1BT + C. The semi-implicit method for pressure-linked
equations (SIMPLE) (see [120, 119]) and inexact Uzawa methods (see [177, 178, 9, 35, 142])
are among the most popular versions of these types. Another method stems from previous
contributions of Markus Wabro (see [161, 163, 162]), where an all-at-once AMG method for
the coupled system was developed.

For an overview of numerical methods for saddle point problems, we refer to [21].
In the next, we will firstly describe ingredients of a standard AMG. The extension to

the saddle point problem needs some considerations, e.g., how to algebraically construct a
stabilized P1-P1 hierarchy such that the discrete inf-sup conditions are fulfilled on all levels.
This point has been addressed in [161, 163, 162] for the P1-P1 element and other elements.
We will extend the stabilized P1-P1 hierarchy result known for tetrahedral meshes to hybrid
meshes and apply the AMG to the fluid sub-problem in the FSI simulation.

5.2 A general AMG framework

First of all, we describe the components of a general AMG method for the system of linear
equations arising from finite element discretization of primal variational formulations:

A1x = b1, (5.2.1)

where A1 is an SPD n1 × n1 matrix arising from the discretization of second order elliptic
partial differential operators.

The index 1 ≤ l ≤ L will be used to indicate the levels of a hierarchy, i.e. index 1 refers
to the finest level and L to the coarsest level. Note that in GMG the numbering is usually
reversed.

5.2.1 AMG ingredients

First of all, we need to define a full rank prolongation matrix

P ll+1 : Rnl+1 → Rnl (5.2.2)

by using some coarsening strategies based on the property of the matrix Al, where nl+1 < nl
and l = 1, ..., L− 1.

We also need a restriction matrix

Rl+1
l : Rnl → Rnl+1 (5.2.3)

which is defined by Rl+1
l =

(
P ll+1

)T .
Then the matrix on the next coarse level l + 1 can be built by the Galerkin projection

Al+1 = Rl+1
l AlP

l
l+1. (5.2.4)

Additionally, we need on each level l an iterative method (e.g., Gauss-Seidel or damped
ω-Jacobia) of the form

xk+1
l = Sl(xkl , bl), (5.2.5)

called the smoother, for the problem Alxl = bl, where k is the iteration index.
The problem

ALxL = bL (5.2.6)

on the coarsest level L is solved exactly by a direct solver or approximately by an iterative
solver.



56CHAPTER 5. ALGEBRAIC MULTIGRID METHODS FOR SADDLE POINT PROBLEMS

5.2.2 An AMG algorithm

We now describe the AMG algorithm (see Algorithm 5.2.1), where mpre and mpost are the
number of presmoothing steps (steps 1-3) and postsmoothing steps (steps 14-16), respec-
tively. The steps 4-13 are referred to as “coarse grid correction”. The basic AMG method is

Algorithm 5.2.1 AMG(Al, xl, bl)
1: for k = 1 to mpre do
2: xl = Sl(xl, bl),
3: end for
4: bl+1 = Rl+1

l (bl −Alxl),
5: if l + 1 = L then
6: Solve ALxL = bL,
7: else
8: xl+1 = 0,
9: for k = 1, .., µ do

10: xl+1 =AMG(Al+1, xl+1, bl+1),
11: end for
12: end if
13: xl = xl + P ll+1xl+1,
14: for k = 1 to mpost do
15: xl = Sl(xl, bl),
16: end for
17: return xl.

realized by repeated application of this algorithm until it fulfills a certain stopping criteria.
For µ = 1 and µ = 2, the iterations of Algorithm 5.2.1 are called V-cycle and W-cycle,
respectively.

5.2.3 Basic convergence analysis

In the GMG case, the W-cycle convergence is shown by proving the two-grid convergence.
The iteration operator for the two grid method (without postsmoothing: mpre = m, mpost =
0) is given by

Ml+1
l :=

(
I − P ll+1A

−1
l+1R

l+1
l Al

)
Sml , (5.2.7)

where m is the number of presmoothing steps and Sl the iteration matrix for a smoothing
step. Various convergence analyses were given in [14, 11, 92, 96, 50, 72]. Here we make use
of an idea employed in [26, 73], where a product splitting

Ml+1
l =

[
A−1
l − P

l
l+1A

−1
l+1R

l+1
l

]
[AlSml ] (5.2.8)

is applied to the iteration operator Ml+1
l . Once the approximation property∥∥∥A−1

l − P
l
l+1A

−1
l+1R

l+1
l

∥∥∥
l2
≤ c

‖Al‖l2
(5.2.9)

with a positive constant c and the smoothing property

‖AlSml ‖l2 ≤ η(m) ‖Al‖l2 (5.2.10)



5.3. AN AMG BASED ON COARSE (C) AND FINE (F) NODES SPLITTING 57

with the smoothing rate η(m) → 0 as m → ∞ are established, the two-grid convergence
immediately follows from these two properties.

Note, it has been shown in [26] that the V-cycle converges uniformly with respect to the
number of levels under an assumption of fully elliptic regularity.

The convergence analysis for the AMG is mainly taken from [135, 110] and is mostly
restricted to an SPD problem. Let Tl := I − P ll+1A

−1
l+1R

l+1
l Al be the coarse grid correction

operator. If the smoothing property

‖Sle‖2Al ≤ ‖e‖
2
Al
− α ‖Ale‖2D−1

l
(5.2.11)

and if additionally the approximation property

‖Tle‖2Al ≤ β ‖AlTle‖
2
D−1
l

(5.2.12)

hold for all e, where α and β are constants independent of e, and Dl is the diagonal of Al,
then the two-grid algorithm with one postsmoothing step converges, i.e.

‖SlTle‖2Al ≤
(

1− α

β

)
‖e‖2Al . (5.2.13)

5.3 An AMG based on coarse (C) and fine (F) nodes splitting

Assume that the finite element discretization is based on nodal degrees of freedom. The
classical AMG introduced for the scalar elliptic problems in [145, 32, 135] are based on nodal
splittings into sets of C-nodes which will also be used on the coarse level, and F-nodes which
are only used on the fine level. This method has been extended to systems of PDEs in a
natural blockwise fashion, e.g., see its application to the linear elasticity problem in [69],
which is used for constructing the AMG solver for the structure sub-problem in the FSI
simulation.

Here we will only present a summary on how to make a C-node selection and how to
construct prolongations. For a complete description of these methods, we refer to [145,
32, 135, 69]. For other types of AMG methods using different coarsening strategies and
prolongation construction, we refer to [34, 83, 77, 93, 94, 71].

5.3.1 Coarse node selection

We use a very easy algorithm (see Algorithm 5.3.1) introduced in [90] to implement the
coarse node selection (C/F nodes splitting). It will be applied to the AMG solvers for the
FSI sub-problems. According to the concept of strong couplings between unknowns, there

Algorithm 5.3.1 Red-black coloring
1: Choose an uncolored node,
2: This node is colored black (C-nodes),
3: All uncolored neighbors are colored red (F-nodes),
4: If not all nodes are colored, go to step 1.

are various ways to define the neighbors in Algorithm 5.3.1, e.g., for an M-matrix or nearly
M-matrix (essentially positive type), see [145, 135], and for the matrix arising from linear
elasticity problem, see [69]. For completeness, the definition of an M-matrix and essentially
positive type matrix is given in the Appendix 5.8.
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5.3.2 Construction of prolongations

The C/F nodes splitting introduces a corresponding grouping of the unknowns: the F-
unknowns (living only on the F-nodes) and the C-unknowns (living on the C-nodes), say
(xlF, x

l
C), which leads to a partitioned structure of a linear system on a level l (see [145]):(

AlFF AlFC

AlCF AlCC

)(
xlF
xlC

)
=
(
blF
blC

)
. (5.3.1)

A natural way to construct the prolongation is to leave C-unknowns unchanged, and properly
interpolate for F-unknowns, i.e.

P ll+1 =
(
PF

C

I

)
, (5.3.2)

where PF
C is an interpolation operator from C-unknowns to F-unknowns. There are various

ways to define PF
C , e.g., a simple version we used in the implementation is taking an average

for an F-unknown over all connected C-unknowns:

(PF
C )i,j =

{
1
mi

if j is a neighboring C-node of an F-node i,
0 otherwise,

(5.3.3)

where mi is the number of neighbouring C-nodes of an F-node i, see [90, 88].
For details concerning how to construct prolongations for an M-matrix or essentially

positive type matrix, we refer to [110, 145, 146], and for linear elasticity system, we refer to
[69].

5.4 Coarsening strategy for the saddle point problem

If we apply the coarsening strategy to the saddle point problem (5.1.6) in a straightforward
way, it will lead to a mixture of velocity and pressure unknowns on coarse levels. Therefore,
in [161, 162, 163], it is suggested that the velocity and pressure unknowns are coarsened
separately. Thus a prolongation operator is chosen as follows

P ll+1 =
(
I ll+1

J ll+1

)
, (5.4.1)

where
J ll+1 : Rml+1 → Rml (5.4.2)

is the prolongation matrix of (5.3.2) for a scalar problem, and the prolongation matrix

I ll+1 : (R3)nl+1 → (R3)nl (5.4.3)

is defined as
(
IF

C

Î

)
with

(IF
C)i,j =

{
1
mi
Ī if j is a neighboring C-node of an F-node i,

0Ī otherwise,
(5.4.4)

a 3nl+1 × 3nl+1 identity matrix Î, and a 3× 3 identity matrix Ī.
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The corresponding restriction matrix is given by

Rl+1
l =

(
P ll+1

)T
. (5.4.5)

The system matrix on the level l + 1 is given by

Kl+1 =
(
Al+1 BT

l+1

Bl+1 −Cl+1

)
(5.4.6)

with
Al+1 = I l+1

l AlI
l
l+1, BT

l+1 = I l+1
l BT

l J
l
l+1,

Bl+1 = J l+1
l BlI

l
l+1, Cl+1 = J l+1

l ClJ
l
l+1

(5.4.7)

and

I l+1
l =

(
I ll+1

)T
and J l+1

l =
(
J ll+1

)T
.

However this direct coarsening strategy does not necessarily lead to a stabilized system on
the coarse level since the stability is not guaranteed. In the next sections 5.5 and 5.6, we
will discuss the stability issue on the coarse levels.

5.5 The stabilized P1-P1 hierarchy on hybrid meshes

As we discussed in Section 4.6.3 for the fluid assembling process, we represent qh ∈ Qh by

qh =
m∑
j=1

qjϕj , (5.5.1)

where qj ∈ R and ϕj , j = 1, ...,m are basis functions of Qh.
The coefficient vector for the pressure function representation is given by

q = (qj) ∈ Rm =: Q
h
. (5.5.2)

In a similar way, we represent vh by

vh =
n∑
j=1

vjϕj , (5.5.3)

where vj ∈ R3 and ϕj , j = 1, ..., n are basis functions for each component of Vh.
The coefficient vector for the velocity function representation is given by

v = (vj) ∈ (R3)n =: V h. (5.5.4)

So, by (5.5.1)-(5.5.4), to each vector v ∈ V h and q ∈ Q
h
, there exists a unique finite

element function vh ∈ Vh and qh ∈ Qh, and vice versa. This determines two FE-isomorphisms
between the spaces of coefficient vectors and the spaces of finite element functions:

φV : V h → Vh, φQ : Q
h
→ Qh. (5.5.5)
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In an analogous way, for a coarse level l, i.e. l ∈ {2, ..., L}, the spaces of the coefficient
vectors are denoted by

V l :=
(
R3
)nl , Q

l
:= Rml , (5.5.6)

where nl and ml are the numbers of unknowns for the velocity and pressure on the level l,
respectively.

The finite element spaces on coarse levels l are given by

Vl = {v ∈ Vh : ∃vl ∈ V l such that v = I1
2I

2
3 ...I

l−1
l vl},

Ql = {p ∈ Qh : ∃q
l
∈ Q

l
such that p = J1

2J
2
3 ...J

l−1
l q

l
},

(5.5.7)

i.e. any functions from the spaces Vl and Ql have unique representations in the spaces Vh
and Qh by properly chosen interpolation operators.

Then, to each vector vl ∈ V l and q
l
∈ Q

l
, there exists a unique finite element function

vl ∈ Vl and ql ∈ Ql, and vice versa. This determines two FE-AMG-isomorphisms which
associate the spaces of coefficient vectors and the spaces of finite element functions to each
other:

φlV : V l → Vl, φ
l
Q : Q

l
→ Ql. (5.5.8)

We will show on each level a discrete inf-sup condition of the form

sup
(0,0)6=(v,q)∈V l×Ql

Bl
(
u, p; v, q

)
‖v‖Al + ‖q‖Ml

≥ ζl
(
‖u‖Al + ‖p‖Ml

)
(5.5.9)

for all
(
u, p
)
∈ V l ×Ql, where

Bl
(
u, p; v, q

)
= uTAlv + pTBlv + uTBT

l q − pClq, (5.5.10)

ζl > 0 may depend on l, and Ml is the Galerkin projection of the mass matrix M1 to level l.
According to [161], we define the coarse level matrix Cl+1 with a stabilization scaling

in Algorithm 5.5.1, where Dl is the diagonal of the Galerkin projection of Al, h is the

Algorithm 5.5.1 Constructure of Cl
C̃1 = C1,

1: for l ≥ 1 do

2: C̃l+1 = J l+1
l C̃lJ

l
l+1, Cl+1 =

λmax(D−1
l Ml)

h2 C̃l+1,
3: end for

discretization parameter on the finest level 1.
The proof follows the ideas given in [157, 61, 60, 161]. For the final result (see Theo-

rem 5.3), we need some preliminary results (see Lemma 5.1 and Lemma 5.2).

5.5.1 An inequality on the finest level

First of all, we prove an inequality on the hybrid mesh, which is related to the argument of
Verfüth’s trick in [157].

Recall the spaces Vh = [V H
h ]3 ∩ [C0(Ω)]3 and Qh = V H

h ∩ L2
0(Ω) defined in (4.5.11) and

(4.5.12) for the velocity and pressure, respectively.
In order to make the proof shorter, we use some abbreviations for the norms: ‖ · ‖0

denotes ‖ · ‖L2(Ω), ‖ · ‖0,T denotes ‖ · ‖L2(T ) and ‖ · ‖1 denotes ‖ · ‖H1(Ω).
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Lemma 5.1. Assume that there exists a constant α such that for all elements T ⊂M ∈Mh

the diameter hT satisfies
αh ≤ hT . (5.5.11)

Then for the spaces Vh and Qh, there exist constants c1 and c2 such that

sup
06=v∈Vh

(∇ · v, p)
‖v‖1

≥ c1‖p‖0 − c2|p|h, (5.5.12)

for all p ∈ Qh, where | · |h denotes the seminorm

|q|h =

 ∑
M∈Mh

∑
T∈M

σ(T )‖∇q‖20,T

1/2

(5.5.13)

with a mesh dependent parameter σ(T ) = O(h2
T ) defined in (4.5.9).

Proof. Since p ∈ L2
0(Ω), then there exists a non-trivial w ∈ [H1

0 (Ω)]3 such that

(∇ · w, p) ≥ c3‖p‖0‖w‖1 (5.5.14)

with a constant c3.
Taking w̃ = ICw ∈ Vh ∩ [H1

0 (Ω)]3, where the Clément operator IC is defined in (4.2.26)
for w, and by the estimates in Lemma 4.4, it is easy to see that

‖w̃‖1 ≤ c4‖w‖1, (5.5.15)

and with the additional mesh assumption of (5.5.11), we have ∑
M∈Mh

∑
T∈M

h−2
T ‖w − w̃‖

2
0,T ,

1/2

≤ c5‖w‖1, (5.5.16)

where c4 and c5 are constants.
Using integration by parts on each T ⊂ M ∈ Mh, the above interpolation estimates

and inequalities (2.3.1), (2.3.3), we obtain

(∇ · w̃, p) = (∇ · (w̃ − w) , p) + (∇ · w, p) ≥ (∇ · (w̃ − w) , p) + c3‖w‖1‖p‖0
=

∑
M∈Mh

∑
T∈M

(w − w̃,∇p) + c3‖w‖1‖p‖0

≥ −

 ∑
M∈Mh

∑
T∈M

h−2
T ‖w − w̃‖

2
0,T

1/2 ∑
M∈Mh

∑
T∈M

h2
T ‖∇p‖20,T

1/2

+ c3‖w‖1‖p‖0

≥

−c5

 ∑
M∈Mh

∑
T∈M

h2
T ‖∇p‖20,T

1/2

+ c3‖p‖0

 ‖w‖1
≥

−c5

c4

 ∑
M∈Mh

∑
T∈M

h2
T ‖∇p‖20,T

1/2

+
c3

c4
‖p‖0

 ‖w̃‖1.

(5.5.17)
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Together with  ∑
M∈Mh

∑
T∈M

h2
T ‖∇p‖20,T

1/2

≤ c6|p|h, (5.5.18)

where c6 is constant, we obtain

(∇ · w̃, p)
‖w̃‖1

≥ c7‖p‖0 − c8|p|h (5.5.19)

with constants c7 and c8.
Finally it is clear that for 0 6= z ∈ Vh, we have∣∣∣∣(∇ · z, p)‖z‖1

∣∣∣∣ ≤ ‖z‖1‖p‖0‖z‖1
= ‖p‖0. (5.5.20)

We choose a fixed 0 6= z ∈ Vh and let v = ‖w̃‖−1
1 w̃ + δ‖z‖−1

1 z and δ > 0. Then if δ < c7, we
have

(∇ · v, p) =
(∇ · w̃, p)
‖w̃‖1

+ δ
(∇ · z, p)
‖z‖1

≥ c7‖p‖0 − c8|p|h − δ‖p‖0 ≥ c9‖p‖0 − c8|p|h, (5.5.21)

where c9 = c7 − δ > 0. Since ‖v‖1 ≤ 1 + δ, it follows that

(∇ · v, p)
‖v‖1

≥ 1
1 + δ

(c9‖p‖0 − c8|p|h) = c1‖p‖0 − c2|p|h (5.5.22)

with c1 = c9
1+δ and c2 = c8

1+δ . Thus the claimed result follows.

We now prove similar inequalities on all levels.

5.5.2 Inequalities on all levels

It should be mentioned that the result for pure tetrahedral meshes has been shown in [161].
We extend it to hybrid meshes.

Lemma 5.2. Assume the same assumption on the meshes as in Lemma 5.1. Moreover, we
assume that Al is symmetric and essentially positive type (see Appendix 5.8) and that for all
vl ∈ Vl, there always exists a Πl+1

l : V l → V l+1 such that

‖vl − I ll+1Πl+1
l vl‖2Dl ≤ β1‖vl‖2Al (5.5.23)

for vl ∈ V l with a positive constant β1. Here Dl denotes the diagonal of Al.
Then there exist positive constants cl and dl such that for all levels l ∈ {1, ..., L}

sup
06=v∈V l

vBT
l p

‖v‖Al
≥ cl‖p‖Ml

− dl
(
pTClp

)1/2
(5.5.24)

for all p ∈ Q
l
, where l = 1 is the finest level.
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Proof. It is easy to see
‖xl‖2Ml

≤ λmax

(
D−1
l Ml

)
‖xl‖2Dl (5.5.25)

for all xl ∈ V l.
Hence combined with (5.5.23), we have

‖vl − I ll+1Πl+1
l vl‖2Ml

≤ λmax

(
D−1
l Ml

)
β1‖vl‖2Al . (5.5.26)

Therefore
‖vl −Πl+1

l vl‖20 ≤ λmax

(
D−1
l Ml

)
β1‖vl‖21. (5.5.27)

Using the property (5.8.3) of essentially positive type matrices, it follows that

‖I ll+1Πl+1
l vl‖Al − ‖vl‖Al ≤

√
2
c
‖I ll+1Πl+1

l vl − vl‖Dl ≤
√

2β1

c
‖vl‖Al . (5.5.28)

So

‖I ll+1Πl+1
l vl‖Al ≤

(
1 +

√
2β1

c

)
︸ ︷︷ ︸

=:β2

‖vl‖Al . (5.5.29)

We will prove (5.5.24) by induction. For the finest level, we have (5.5.12) from Lemma 5.1,
i.e. (5.5.24) holds for l = 1. Assume for a level l ≥ 1 there exists constants cl and dl such
that (5.5.24) holds, i.e. there exists a wl ∈ Vl such that

(∇ · wl, pl) ≥ cl‖wl‖1‖pl‖0 − dl‖wl‖1
(
pT
l
Clpl

)1/2
(5.5.30)

for all pl ∈ Ql.
Set wl+1 = Πl+1

l wl, then by integration by parts over each T ⊂M and using inequalities
(2.3.1), (2.3.3),

(∇ · wl+1, pl+1) = (∇ · (wl+1 − wl) , pl+1) + (∇ · wl, pl+1)

=
∑

M∈Mh

∑
T∈M

(wl − wl+1,∇pl+1) + (∇ · wl, pl+1)

≥ −

 ∑
M∈Mh

∑
T∈M

h−2
T ‖wl − wl+1‖20,T

1/2 ∑
M∈Mh

∑
T∈M

h2
T ‖∇pl+1‖20,T

1/2

+ (∇ · wl, pl+1) .
(5.5.31)

Now by using (5.5.11) and (5.5.27), we have

∑
M∈Mh

∑
T∈M

h−2
T ‖wl − wl+1‖20,T ≤ (αh)−2 ‖wl − wl+1‖20 ≤

β1

α2

λmax

(
D−1
l Ml

)
h2

‖wl‖21. (5.5.32)

Using the constructrure of Cl in Algorithm 5.5.1, one obtains

pT
l+1
Cl+1pl+1

pT
l+1
J l+1
l ClJ

l
l+1pl+1

=

√
λmax

(
D−1
l Ml

)
λmax

(
D−1
l−1Ml−1

) =: ξl (5.5.33)
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and ∑
M∈Mh

∑
T∈M

h2
T ‖∇pl+1‖20,T = pT

l+1
C̃l+1pl+1

=
h2

λmax

(
D−1
l Ml

)pT
l+1
Cl+1pl+1

. (5.5.34)

Using (5.5.30) and (5.5.33), we have

(∇ · wl, pl+1) ≥ cl‖wl‖1‖pl+1‖0 − dl‖wl‖1
(
pT
l+1
J l+1
l ClJ

l
l+1pl+1

)1/2

= cl‖wl‖1‖pl+1‖0 − dlξl‖w‖1
(
pT
l+1
Cl+1pl+1

)1/2
.

(5.5.35)

It then follows that

(∇ · wl+1, pl+1) ≥ −
√
β1

α
‖wl‖1

(
pT
l+1
Cl+1pl+1

)1/2
+ (∇ · wl, pl+1)

≥ −
(√

β1

α
+ dlξl

)
‖wl‖1

(
pT
l+1
Cl+1pl+1

)1/2
+ cl‖pl+1‖0‖wl‖1.

(5.5.36)

Using (5.5.29), we obtain

(∇ · wl+1, pl+1)
‖wl+1‖1

≥ 1
β2

(∇ · wl+1, pl+1)
‖wl‖1

≥ cl+1‖pl+1‖0 − dl+1

(
pT
l+1
Cl+1pl+1

)1/2
(5.5.37)

with parameters
cl+1 :=

cl
β2
,

dl+1 :=
√
β1

β2α
+
dlξl
β2

.
(5.5.38)

Thus the claimed results follows.

5.5.3 The stabilized hierarchy on hybrid meshes

We are now ready for showing the stability for the stabilized P1-P1 hierarchy following ideas
in [161, 61, 157]. For completeness, we will present the proof.

Theorem 5.3. Suppose the assumptions of Lemma 5.2 hold. Then we have the stability on
all levels l

sup
(0,0)6=(v,q)∈V l×Ql

Bl
(
u, p; v, q

)
‖v‖Al + ‖q‖Ml

≥ ζl
(
‖u‖Al + ‖p‖Ml

)
(5.5.39)

for all
(
u, p
)
∈ V l ×Ql with some ζl > 0.

Proof. Let w ∈ V l be chosen such that the supremum of vBT
l p/‖v‖Al for all p ∈ Q

l
in

(5.5.24) is attained and that ‖w‖Al = ‖p‖Ml
.

Using Lemma 5.2 and the arithmetic-geometric-mean inequality (2.3.4), we obtain

Bl
(
u, p;w, 0

)
=uTAlw + pTBlw

≥− ‖u‖Al‖w‖Al + cl‖w‖Al‖p‖Ml
− dl‖w‖Al

(
pTClp

)1/2
=− ‖u‖Al‖p‖Ml

+ cl‖p‖2Ml
− dl‖p‖Ml

(
pTClp

)1/2
≥− 1

2ε
‖u‖2Al −

ε

2
‖p‖2Ml

+ cl‖p‖2Ml
− dl

2ε
pTClp−

dlε

2
‖p‖2Ml

=− θ1‖u‖2Al + θ2‖p‖2Ml
− θ3p

TClp

(5.5.40)
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with cl and dl given in Lemma 5.2 and positive constants θ1 := 1
2ε , θ2 := cl − ε

2 (1 + dl) and
θ3 := dl

2ε if ε is sufficiently small.

Denote
(
v, q
)

=
(
u+ δw,−p

)
with a constant 0 < δ < min

(
1
θ1
, 1
θ3

)
, then using the

above result (5.5.40), we have

Bl
(
u, p; v, q

)
=Bl

(
u, p;u+ δw,−p

)
=Bl

(
u, p;u,−p

)
+ δBl

(
u, p;w, 0

)
≥‖u‖2Al + pTClp− δθ1‖u‖2Al + δθ2‖p‖2Ml

− δθ3p
TClp

≥θ4

(
‖u‖2Al + ‖p‖2Ml

) (5.5.41)

with a properly chosen constant θ4 > 0.
Together with

‖v‖Al + ‖q‖Ml
= ‖u+ δw‖Al + ‖q‖Ml

≤ (1 + δ)
(
‖u‖Al + ‖p‖Ml

)
, (5.5.42)

we obtain
Bl
(
u, p; v, q

)
‖v‖Al + ‖q‖Ml

≥ θ5

‖u‖2Al + ‖p‖2Ml

‖u‖Al + ‖p‖Ml

≥ θ5

2
(
‖u‖Al + ‖p‖Ml

)
(5.5.43)

with θ5 = θ4
1+δ .

5.6 Scaling for stabilized convection terms

Another non-standard h-dependent term of order h comes from the SUPG stabilization for
the convection-dominant term. Denote by As,1 the matrix assembled from the finest level
for this stabilization. As suggested in [161], we do the coarsening for As,l with a suitable
scaling factor, i.e.

As,l+1 =
(

nl
nl+1

)1/3

Ĩ l+1
l As,lĨ

l
l+1. (5.6.1)

where nl is the number of nodes on level l, and we do the standard coarsening for the
remaining part of Al.

5.7 Smoothers for the saddle point problem

Once the systems of equations on all levels are constructed, we need a smoother for the
coupled system on each level. We use the Braess-Sarazin smoother and the Schwarz-type
smoothers.

5.7.1 Braess-Sarazin smoother

This smoother introduced in [27] has a smoothing property with a rate of O
(

1
m

)
. It consists

of applications of the inexact symmetric Uzawa algorithm:

Â(ûk+1 − uk) = f −Auk −BT pk,

Ŝ(pk+1 − pk) = Bûk+1 − Cpk − g, (5.7.1)

Â(uk+1 − ûk+1) = −BT (pk+1 − pk),
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where Â and Ŝ are symmetric positive definite preconditioners for A and the (negative) in-
exact Schur complement C + BÂ−1BT , respectively. This can be seen as a preconditioned
Richardson method applied to the system (5.1.6) with a symmetric and indefinite precondi-
tioner

K̂ =
(
Â BT

B BÂ−1BT − Ŝ

)
. (5.7.2)

Sufficient conditions for obtaining the smoothing property are given in the following theorem,
see [176].

Theorem 5.4 (W. Zulehner). Let A and C be symmetric positive semi-definite matrices,
and Â and Ŝ symmetric positive definite matrices, satisfying

Â ≥ A,
Ŝ ≤ C +BÂ−1BT , (5.7.3)

Ŝ ≥ 1
(1 + β)

(C +BÂ−1BT ),

and

‖Â‖l2 ≤ c1h
−2, ‖Â−1‖l2 ≤ c2h

2, ‖B‖l2 ≤ c3h
−2, ‖C‖l2 ≤ c4h

−2. (5.7.4)

Then the smoothing property
‖KSm‖l2 ≤ η(m)h−2 (5.7.5)

holds with

η(m) = max
[
(1 + ρ)ρm−1,

(m− 1)m−1

mm

]
and ρ = β +

√
β2 + β.

It is easy to show that for β < 1/3 and m > 1, we get the smoothing rate O( 1
m).

5.7.2 Schwarz-type smoothers

This patch smoother was introduced in [155] when using finite volume discretization of the
Navier-Stokes equations on a staggered grid (pressure nodes at cell-centers and velocity nodes
at cell-faces). The smoothing procedure is performed by solving small local sub-problems set
up for each cell with one pressure degree of freedom and the connected velocity unknowns
(see Figure 5.1) and by using a multiplicative Schwarz iteration. For the additive version,
the smoothing property was analyzed under a finite element framework in [141].

We introduce local prolongations for each fixed level l such that local sub-problems can
be set up:

πj : Rnl,j → Rnl , σj : Rml,j → Rml ,

where j is the index of sub-problems, nl,j and ml,j are local dimensions with associated
restrictions:

πTj : Rnl → Rnl,j , σTj : Rml → Rml,j .

We assume ∑
j

πjπ
T
j = I (5.7.6)
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degrees of freedom of pressuredegrees of freedom of velocity

Figure 5.1: Degrees of freedom for velocity and pressure on one cell.

and ∑
j

σjσ
T
j (5.7.7)

is nonsingular. Starting from previous approximations uk and pk of the exact solutions u
and p, we have the iterative methods of the following form:

uk+1 = uk +
∑
j

πjw
k, pk+1 = pk +

∑
j

σjr
k,

where (wk, rk) solves the local saddle point problem:(
Âj BT

j

Bj
1
β

[
(β − 1)BjÂ−1

j BT
j − Cj

] )( wkj
rkj

)
=
(
πTj
[
f −Auk −BT pk

]
σTj
[
g −Buk + Cpk

] )
.

with a relaxation parameter β and the following relations:

πTj Â = Âjπ
T
j ,

σTj B = Bjπ
T
j ,

Cj = σTj Cσj ,

(5.7.8)

where Â is a preconditioner for A. Then we have the following theorem (see [141]):

Theorem 5.5 (J. Schöberl and W. Zulehner). The additive Schwarz method can be reinter-
preted as a preconditioned Richardson iteration with the preconditioner

K̂ =
(
Â BT

B BÂ−1BT − Ŝ

)
, (5.7.9)

where
Ŝ = (

∑
j

ϕjŜ
−1
j ϕTj )−1, Ŝj =

1
β

(Cj +BjÂ
−1
j BT

j ).
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Then it can be analyzed in the class of inexact symmetric Uzawa method (5.7.1). The
smoothing property of this method is summarized in the following theorem (see [141]):

Theorem 5.6 (J. Schöberl and W. Zulehner). Using the preconditioner K̂ as in (5.7.9) with
an SPD n× n matrix Â and an SPD m×m matrix Ŝ, satisfying

Â ≥ A,
Ŝ ≥ C +BÂ−1BT ,

and
‖K̂ −K‖l2 ≤ c‖K‖l2

Then we get the smoothing property

‖KSm‖l2 ≤ η(m)‖K‖l2

with η(m) = O( 1√
m

).

We present a method of constructing the local sub-problems which satisfy the require-
ments (5.7.6), (5.7.7) and (5.7.8). For each sub-problem, we pick up one pressure unknown
associated to a pressure vertex and the velocity unknowns associated to the velocity vertices
which are connected to this pressure vertex.

Then σj is chosen as the canonical embedding from R to Rml . For πj , we first construct
the canonical embedding π̂j : Rnl,j → Rnl , and by scaling each row i of it by 1/

√
si, where

si is the number of sub-problems containing the velocity vertex xi, we obtain πj .
A computationally cheap version for constructing Â is given by

Â =
1
α

diag(A) (5.7.10)

with a proper chosen scaling factor α such that Â ≥ A. The construction of Âj is then given
by

Âj = πTj Âπj . (5.7.11)

For Bj , we firstly construct
B̂j = σTj Bπj , (5.7.12)

and then Bj is obtained by scaling each row i of B̂j with
√
si.

For completeness, we describe some other smoothers:

5.7.3 A standard smoother for the squared system

One possibility would be applying Richardson iterations on the squared system(
A BT

B −C

)T (
A BT

B −C

)(
u
p

)
=
(
A BT

B −C

)T (
f
g

)
(5.7.13)

as introduced in [158], which leads to a smoothing rate η(m) = O
(

1√
m

)
where m denotes

the smoothing steps.
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5.7.4 Transforming smoothers

In [168, 169], so called transforming smoothers are introduced by applying damped Jacobi,
Gauss-Seidel and ILU smoothers for the transformed system

K1 = KK−1
2 , (5.7.14)

where

K =
(
A 0
B E

)
︸ ︷︷ ︸

=:K1

(
I A−1BT

0 −E−1S

)
︸ ︷︷ ︸

=:K2

(5.7.15)

with an arbitrary positive definite matrix E, e.g. E = S. A smoothing rate of order O
(

1√
m

)
for damped Jacobi, and O

(
lnm√
m

)
for Gauss-Seidel and ILU will be obtained.

5.8 Appendix on M-matrices and matrices of essentially pos-
itive type

The M-matrix is defined as in [74].

Definition 5.7. A matrix A is called M-matrix if

1. Ai,i > 0 for all i,

2. Ai,j ≤ 0 for all i 6= j,

3. A is regular and A−1 ≥ 0 component-wise.

In many applications, small positive off-diagonal entries will appear. The class of es-
sentially positive type matrices was introduced for capturing these almost M -matrices with
small positive off-diagonal entries, see [145, 31].

Definition 5.8. A positive definite matrix A is called essentially positive type if there exists
a constant c > 0 such that for all e,∑

i,j

(−Ai,j)(ei − ej)2 ≥ c
∑
i,j

(−A−i,j)(ei − ej)
2, (5.8.1)

where A−i,j is defined as

A−i,k =

{
Ai,k if Ai,k < 0,
0 else .

(5.8.2)

For this type of matrix, a property holds (see [161]).

Lemma 5.9. For an essentially positive type matrix,

2
c
D ≥ A, (5.8.3)

where D is the diagonal of A, c is given in (5.8.1), and we write A ≥ B (A > B) if A− B
is positive semi-definite (positive definite).
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5.9 Summary

The task of this chapter was to apply the AMG to the structure and fluid sub-problems.
We recalled the ingredients of the AMG in general. The main contribution of this chapter is
the AMG application to the saddle point problem arising from the stabilized finite element
discretization on hybrid meshes for the fluid sub-problem. We are able to construct stabilized
P1-P1 hierarchy for hybrid meshes.



Chapter 6

Numerical simulations

In this chapter, we firstly report some numerical results for the structure and fluid sub-
problems on the unit cube domain (see Figure 6.1). Then we present test results for the

X

Y

Z (0, 0, 0)

(1, 1, 1)

up

back

left right

front

down

Figure 6.1: A domain of unit cube

fluid-structure interaction problem on a cylindrical domain consisting of the inner cylindrical
fluid domain of length 50mm and radius 5mm and the surrounding structure domain with
thickness 0.5mm, see the cutting plane along the axis in Figure 6.2.

For the unit cube domain, we have the following four levels of tetrahedral meshes (see
Figure 6.3(a)) and hexahedral meshes (see Figure 6.3(b)), see Table 6.1. On the tetrahedral
meshes, we use the standard linear finite element discretization, and on the hexahedral
meshes, we use the finite element discretization as we discussed in Chapter 4. We compare
the numerical results on these two types of meshes.

Table 6.1: Four levels of uniform meshes on a unit cube
Levels L1 L2 L3 L4

Number of vertices 125(= 53) 729(= 93) 4,913(= 173) 35,937(= 333)
Mesh size (h) 1/4 1/8 1/16 1/32

71
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Fluid domain    Structure domain

5mm

0.5mm
50mm

Figure 6.2: The cutting plane of the domain for the fluid-structure interaction problem

(a) Tetrahedral mesh (b) Hexahedral mesh

Figure 6.3: Two uniform meshes
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For the FSI problem, we use two hybrid meshes which contains tetrahedral, prismatic
and hexahedral elements, see their illustrations in Figure 6.4. For the coarse mesh, it has
about 4, 000 vertices, and for the fine mesh, about 20, 000 vertices.

(a) FSI coarse mesh (b) FSI fine mesh

Figure 6.4: FSI coarse and fine meshes

All these meshes are generated and offered by courtesy from Dipl.-Ing. Ferdinand
Kickinger, CSS CAE Software Solutions1, Wolfkersbhelstr. 23, A-3730 Eggenburg, Aus-
tria, who was a former member of the Institute of Computational Mathematics (NuMa) of
the Johannes Kepler University Linz.

6.1 Numerical results for the structure problem

The material parameters for the structure problem are given by

µl = 1.15× 106, λl = 1.73× 106, ρs = 1.2. (6.1.1)

6.1.1 Numerical study for an elastostatic model problem

We firstly test an elastostatic model problem:

−div(σs(d)) = fs in Ω, (6.1.2)

with the right hand side given by

fs =
(

0, µlπ2 sin(πx), 0
)T

. (6.1.3)

We prescribe the Dirichlet boundary conditions on the left and right faces of the unit cube
domain

d = (0, sin(πx), 0)T , (6.1.4)

1http://www.meshing.at
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the Neumann boundary conditions on the other faces

σs(d)n =
(
µlπ cos(πx)n2, µ

lπ cos(πx)n1, 0
)T

, (6.1.5)

where n = (n1, n2, n3)T is a unitary normal vector.
The analytical solution for this model problem is given by

d = (0, sin(πx), 0)T . (6.1.6)

The following numerical results are given:

1. relative discretization errors with respect to L2 norms (see Table 6.2) and H1 semi-
norms (see Table 6.3),

2. number of preconditioned conjugate gradient (PCG) iterations with AMG precondi-
tioning (see Section 5.3) on four levels of meshes (see Table 6.1) for a relative residual
error reduction by a factor of 10−12 (see Table 6.4)

3. Figure 6.5 shows the deformed structure domain (the deformation is amplified by a
factor of 10).

Table 6.2: ‖dh − d‖L2/‖d‖L2 on meshes of four levels (see Table 6.1)
Mesh size Hexahedral mesh Tetrahedral mesh
h = 1/4 0.0311151 0.0369359
h = 1/8 0.00823565 0.0100763
h = 1/16 0.00210126 0.00261605
h = 1/32 0.000528806 0.000663414

Table 6.3: |dh − d|H1/|d|H1 on meshes of four levels (see Table 6.1)
Mesh size Hexahedral mesh Tetrahedral mesh
h = 1/4 0.213279 0.169604
h = 1/8 0.103278 0.0812706
h = 1/16 0.0512285 0.0402202
h = 1/32 0.025563 0.0200577

Table 6.4: Number of PCG iterations on meshes of four levels (see Table 6.1)
Mesh size Hexahedral mesh Tetrahedral mesh
h = 1/4 9 13
h = 1/8 9 18
h = 1/16 10 16
h = 1/32 10 16

From the numerical results, it is easy to see that we obtain O(h2) and O(h) conver-
gence rates with respect to the L2 norms and H1 seminorms of the discretization errors in
accordance with the theorem. The iteration numbers are independent of mesh levels.



6.1. NUMERICAL RESULTS FOR THE STRUCTURE PROBLEM 75

(a) Deformation with the tetrahedral mesh (b) Deformation with the hexahedral mesh

Figure 6.5: Deformed domains of the elastostatic model problem on level 3 with an amplifi-
cation factor 10.

6.1.2 Numerical study for an elastodynamic model problem

We then test an elastodynamic model problem:

ρs
∂2d

∂t2
− div(σs(d)) = fs in Ω, (6.1.7)

with the right hand side given by
fs = 0. (6.1.8)

We prescribe Dirichlet boundary conditions on the left and right faces of the unit cube
domain

d = (0, sin(πx) sin(cπt), 0)T , (6.1.9)

where c =
√
µl/ρs, the Neumann boundary conditions on the other faces

σs(d)n =
(
µlπ cos(πx) sin(cπt)n2, µ

lπ cos(πx) sin(cπt)n1, 0
)T

, (6.1.10)

and the initial data
d0 = (0, 0, 0)T , dt,0 = (0, cπ sin(πx), 0)T . (6.1.11)

The analytical solution for this model problem is given by

d = (0, sin(πx) sin(cπt), 0)T . (6.1.12)

The following simulation results are presented:

1. relative discretization error respect to L2 norms (see Table 6.5) and H1 seminorms (see
Table 6.6),
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2. number of preconditioned conjugate gradient (PCG) iterations with AMG precondi-
tioning (see Section 5.3) on four levels for a relative residual error reduction by a factor
of 10−12 at each time step (see Table 6.7),

3. Figure 6.6 shows the deformed structure domains for different time levels (the defor-
mation is amplified by a factor of 5).

Table 6.5: ‖dh − d‖L2/‖d‖L2 at time t = 2.5e− 04s on meshes of four levels (see Table 6.1)
Time step size Mesh size Hexahedral mesh Tetrahedral mesh
δt = 2.5e− 04 h = 1/4 0.122331 0.121997
δt = 6.25e− 05 h = 1/8 0.0345195 0.0348679
δt = 1.5625e− 05 h = 1/16 0.00861375 0.00870446
δt = 3.90625e− 06 h = 1/32 0.00214757 0.00217012

Table 6.6: |dh − d|1/|d|1 at time t = 2.5e− 04s on meshes of four levels (see Table 6.1)
Time step size Mesh size Hexahedral mesh Tetrahedral mesh
δt = 2.5e− 04 h = 1/4 0.23636 0.199915
δt = 1.25e− 04 h = 1/8 0.107719 0.0870238
δt = 6.25e− 05 h = 1/16 0.0518171 0.040979
δt = 3.125e− 05 h = 1/32 0.0256378 0.0201541

Table 6.7: Number of PCG iterations per time step on meshes of four levels (see Table 6.1)
Mesh size Hexahedral mesh Tetrahedral mesh
h = 1/4 7 11
h = 1/8 7 10
h = 1/16 9 9
h = 1/32 15 14

As we can see from the numerical results, we obtain O(h2) and O(h) convergence rates
with respect to the L2 norms and H1 seminorms in accordance with the theorem. The
iteration numbers are independent of mesh levels.

Note that we use a first order Newmark method (see Section 3.3.1) for the time dis-
cretization. So, from one level to the next level, for measuring the L2 norms, we reduce the
time step size by half, and for the H1 seminorms, we reduce it by fourth. By these choices,
we observe the expected reduction of the discretization errors by a factor of 1/4 and 1/2 in
space, with respect to the L2 norms and H1 seminorms.

6.2 Numerical results for the fluid problem

In this section, we will firstly compare the AMG performance using different smoothers for
the stationary Stokes problem. Then we will concentrate on the convergence results and
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(a) t = 1.25e − 03s (b) t = 0.0037s

(c) t = 0.0044s (d) t = 0.0047s

Figure 6.6: Deformed domains at different time levels.
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AMG performance for the stationary and nonstationary Stokes problems, and the Oseen
problem. The material parameters for the fluid problems are given by

µ = 0.035, ρf = 1.0. (6.2.1)

6.2.1 AMG performance with different smoothers for a stationary Stokes
model problem

In this section, we use the AMG solver for the saddle point problem (see Section 5.4-
Section 5.7), and we compare the AMG performance with different smoothers (see Sec-
tion 5.7) applied to the stationary Stokes problem. We test the problem on a general hybrid
mesh containing all four types of elements (see Figure 6.7(a)) and a specific mesh containg
only hexahedral elements (see Figure 6.7(b)). The first mesh has 7, 603 vertices. The overall

(a) A hybrid mesh (b) A hexahedral mesh

Figure 6.7: Two meshes for testing different smoothers.

number of velocity and pressure unknowns from the MINI-element discretization on this
mesh is 30, 412. The second mesh is from the level L4 described in Table 6.1.

We given an example for the Stokes problem:{
−2µdivε(u) +∇p = ff in Ω,

divu = 0 in Ω,
(6.2.2)

with the right hand side given by

ff =

 3µπ2 sin(x) cos(y) cos(z)− π sin(x) cos(y) cos(z)
−6.0µπ2 cos(x) sin(y) cos(z)− π cos(x) sin(y) cos(z)
3.0µπ2 cos(x) cos(y) sin(z)− π cos(x) cos(y) sin(z)

 . (6.2.3)

We prescribe Dirichlet boundary conditions on the up, down, front and back faces of the
unit cube

u =

 sin(πx) cos(πy) cos(πz)
−2 cos(πx) sin(πy) cos(πz)

cos(πx) cos(πy) sin(πz)

 , (6.2.4)
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the Neumann boundary conditions on the left and right faces

µπ

− cos(x) cos(y) cos(z) + cos(x) cos(y) cos(z) + sin3(1.0)
−2.0 sin(x) sin(y) cos(z)

sin(x) cos(y) sin(z)

 ,

µπ

cos(x) cos(y) cos(z)− cos(x) cos(y) cos(z)− sin3(1.0)
2 sin(x) sin(y) cos(z)
− sin(x) cos(y) sin(z)

 ,

(6.2.5)

respectively.
The analytical solution for this model problem is given by

u =

 sin(πx) cos(πy) cos(πz)
−2 cos(πx) sin(πy) cos(πz)

cos(πx) cos(πy) sin(πz)

 , p = cos(πx) cos(πy) cos(πz) + sin(π)3. (6.2.6)

We set the relative residual error by 10−8 as the stop criterion for all AMG iterations with dif-
ferent smoothers. The comparison of three smoothers, Braess-Sarazin (BS), additive Schwarz
(AS) and multiplicative Schwarz (MS) on the hybrid mesh is given in Table 6.8.

Table 6.8: Comparison of three smoothers on the hybrid mesh (see Figure 6.7(a)).
Smoothers

BS AS MS
#AMG iterations 13 12 6

#Smoothing steps (pre+post) 12 (6+6) 30 (15+15) 4 (2+2)
Time in seconds 129s 373s 78s

The comparison on the hexahedral mesh is listed in Table 6.9.

Table 6.9: Comparison of three smoothers on the hexahedral mesh (see Figure 6.7(b)).
Smoothers

BS AS MS
#AMG iterations 15 7 4

#Smoothing steps (pre+post) 12 (6+6) 30 (15+15) 8 (4+4)
Time in seconds 794s 1107s 524s

Although it turns out that the multiplicative Schwarz smoother is more efficient than
the Braess-Sarazin smoother which is more efficient than the additive Schwarz smoother, the
AMG with the Braess-Sarazin smoother is more reliable than the other two. For the Schwarz
smoothers, it is essential to adjust some scaling factors in order to obtain the convergence.

Hence, from now on, we will use the Braess-Sarazin smoother in the AMG solver for
solving the fluid problems.

6.2.2 Numerical study for a stationary Stokes model problem

We use the same example for the Stokes problem as discribed in Section 6.2.1.
The following results will be presented:
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1. relative discretization error with respect to L2 norms and H1 seminorms on hexahedral
(see Table 6.10) and tetrahedral (see Table 6.11) meshes,

2. number of AMG iterations (see Table 6.12) and generalized minimal residual method
(GMRES) iterations (see Table 6.13) with AMG preconditioning on four levels for a
relative residual error reduction by a factor of 10−10,

Table 6.10: Relative discretization errors on hexahedral meshes (see Figure 6.3(b))
Mesh size ‖p−ph‖L2

‖p‖L2

‖u−uh‖L2

‖u‖L2

|u−uh|H1

|u|H1

h = 1/4 0.0324146 0.0466122 0.296207
h = 1/8 0.00590018 0.018217 0.139401
h = 1/16 0.00125606 0.00509055 0.0684342
h = 1/32 0.000285436 0.0013194 0.0340417

Table 6.11: Relative discretization errors on tetrahedral meshes (see Figure 6.3(a))
Mesh size ‖p−ph‖L2

‖p‖L2

‖u−uh‖L2

‖u‖L2

|u−uh|H1

|u|H1

h = 1/4 0.195372 0.169756 0.604462
h = 1/8 0.0429989 0.0534867 0.262313
h = 1/16 0.010816 0.0157134 0.126603
h = 1/32 0.00303433 0.00418255 0.0626473

Table 6.12: Number of AMG iterations on meshes of four levels (see Table 6.1)
Mesh size Hexahedral mesh Tetrahedral mesh
h = 1/4 7 10
h = 1/8 9 10
h = 1/16 10 10
h = 1/32 10 10

As expected, from the numerical results, we observe the O(h2) convergence rate with
respect to the L2 norm for both pressure and velocity, and O(h) convergence rate with respect
to the H1 seminorm for the velocity. The iteration numbers using AMG and PGMRES (with
AMG preconditioning) methods are independent of mesh levels.

6.2.3 Numerical study for a time dependent Stokes model problem

The example for time-dependent Stokes problem is given by the following equations: ρf
∂u

∂t
− 2µdivε(u) +∇p = ff in Ω,

divu = 0 in Ω,
(6.2.7)
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Table 6.13: Number of PGMRES iterations on meshes of four levels (see Table 6.1)
Mesh size Hexahedral mesh Tetrahedral mesh
h = 1/4 6 9
h = 1/8 9 12
h = 1/16 8 12
h = 1/32 9 12

with the right hand side give by

ff = sin(t)

 3µπ2 sin(x) cos(y) cos(z)− π sin(x) cos(y) cos(z)
−6.0µπ2 cos(x) sin(y) cos(z)− π cos(x) sin(y) cos(z)
3.0µπ2 cos(x) cos(y) sin(z)− π cos(x) cos(y) sin(z)

 . (6.2.8)

We prescribe Dirichlet boundary conditions on the up, down, front and back faces of the
unit cube

u = sin(t)

 sin(πx) cos(πy) cos(πz)
−2 cos(πx) sin(πy) cos(πz)

cos(πx) cos(πy) sin(πz)

 , (6.2.9)

the Neumann boundary conditions on the left and right faces

µπ sin(t)

− cos(x) cos(y) cos(z) + cos(x) cos(y) cos(z) + sin3(1.0)
−2.0 sin(x) sin(y) cos(z)

sin(x) cos(y) sin(z)

 ,

µπ sin(t)

cos(x) cos(y) cos(z)− cos(x) cos(y) cos(z)− sin3(1.0)
2 sin(x) sin(y) cos(z)
− sin(x) cos(y) sin(z)

 ,

(6.2.10)

respectively.
The analytical solution for this model problem is given by

u = sin(t)

 sin(πx) cos(πy) cos(πz)
−2 cos(πx) sin(πy) cos(πz)

cos(πx) cos(πy) sin(πz)

 (6.2.11)

and
p = cos(πx) cos(πy) cos(πz) sin(t) + sin(π)3 sin(t). (6.2.12)

The following numerical results are presented:

1. relative discretization rate with respect to the L2 norms and H1 seminorms on hexa-
hedral (see Table 6.14) and tetrahedral (see Table 6.15) meshes at time t = 0.5s,

2. number of AMG iterations (see Table 6.16) and generalized minimal residual method
(GMRES) iterations (see Table 6.17) with AMG preconditioning on four levels with a
relative residual error reduction by a factor of 10−10 at each time step,

As expected, from the numerical results, we observe the O(h2) convergence rate with
respect to the L2 norms for both pressure and velocity, and O(h) convergence rate with re-
spect to the H1 seminorms for the velocity. The iteration numbers using AMG and PGMRES
(with AMG preconditioning) methods are independent of mesh levels.
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Table 6.14: Relative discretization errors at time t = 0.5s on hexahedral meshes (see Fig-
ure 6.3(b))

Time step size Mesh size ‖p−ph‖L2

‖p‖L2

‖u−uh‖L2

‖u‖L2

|u−uh|H1

|u|H1

δt = 5.0e− 01 h = 1/4 0.0755348 0.0617607 0.297971
δt = 1.25e− 01 h = 1/8 0.00981048 0.0156307 0.139052
δt = 3.125e− 02 h = 1/16 0.00150186 0.00385891 0.0683943
δt = 7.8125e− 03 h = 1/32 0.000292456 0.000960585 0.0340371

Table 6.15: Relative discretization errors at time t = 0.5s on tetrahedral meshes (see Fig-
ure 6.3(a))

Time step size Mesh size ‖p−ph‖L2

‖p‖L2

‖u−uh‖L2

‖u‖L2

|u−uh|H1

|u|H1

δt = 5.0e− 01 h = 1/4 0.757312 0.1243 0.632039
δt = 1.25e− 01 h = 1/8 0.171197 0.0269533 0.269872
δt = 3.125e− 02 h = 1/16 0.0436205 0.00617559 0.128315
δt = 7.8125e− 03 h = 1/32 0.012951 0.00147254 0.0630016

Table 6.16: Number of AMG iterations on meshes of four levels (see Table 6.1) at each time
step

Mesh size Hexahedral mesh Tetrahedral mesh
h = 1/4 5 7
h = 1/8 6 7
h = 1/16 5 7
h = 1/32 4 6

Table 6.17: Number of PGMRES iterations on meshes of four levels (see Table 6.1) at each
time step

Mesh size Hexahedral mesh Tetrahedral mesh
h = 1/4 5 6
h = 1/8 6 6
h = 1/16 5 6
h = 1/32 5 6

Note that we are using the first-order implict Euler method for the time discretization.
From one level to the next level, for measuring the H1 seminorms and the L2 norms at the
same time, we reduce the time step size by fourth. By this choice, we observe the expected
reduction of the discretization errors by a factor of 1/4 and 1/2 in space, with respect to the
L2 norms and H1 seminorms.
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6.2.4 Numerical study for a generalized Oseen model problem

The example for the generalized Oseen equations is given in the following setting:{
λu+ ρf(w · ∇)u− 2µdivε(u) +∇p = ff in Ω,

divu = 0 in Ω,
(6.2.13)

with the right hand side given by

ff =

 3µπ2 sin(x) cos(y) cos(z)− π sin(x) cos(y) cos(z)
−6.0µπ2 cos(x) sin(y) cos(z)− π cos(x) sin(y) cos(z)
3.0µπ2 cos(x) cos(y) sin(z)− π cos(x) cos(y) sin(z)


+ λ

 sin(πx) cos(πy) cos(πz)
−2 cos(πx) sin(πy) cos(πz)

cos(πx) cos(πy) sin(πz)


+ µπ

 sin(πx) cos(πx)
(
cos2(πy) cos2(πz) + 2 sin2(πy) cos2(πz)− sin(πz) cos(πz)

)
sin(πy) cos(πy)

(
2 sin2(πx) cos2(πz) + 4 cos2(πx) cos2(πz) + 2cos2(πx) sin2(πz)

)
cos(πz) sin(πz)

(
− sin2(πx) cos2(πy) + 2 cos2(πx) sin2(πy) + cos2(πx) cos2(πy)

)
 ,

(6.2.14)

w =

 sin(πx) cos(πy) cos(πz)
−2 cos(πx) sin(πy) cos(πz)

cos(πx) cos(πy) sin(πz)

 , (6.2.15)

and λ, a chosen parameter (e.g. λ = ρf/δt corresponds to the nonstationary Oseen equations
and λ = 0 corresponds to stationary Oseen equations).

This model problem is complemented with the same prescribed boundary condtions
(6.2.4) and (6.2.5).

The analytical solution for this model problem is given by

u =

 sin(πx) cos(πy) cos(πz)
−2 cos(πx) sin(πy) cos(πz)

cos(πx) cos(πy) sin(πz)

 , p = cos(πx) cos(πy) cos(πz) + sin(π)3. (6.2.16)

The following results will be presented:

1. relative discretization error with respect to L2 norms and with respect to H1 seminorms
on hexahedral (see Table 6.18) and tetrahedral (see Table 6.19) meshes with different
sizes of viscosity terms,

2. number of AMG iterations (see Table 6.20) and generalized minimal residual method
(GMRES) iterations (see Table 6.21) with AMG preconditioning on four levels with a
relative residual error reduction by a factor of 10−10,

As expected, from the numerical results, for the relatively large viscosity terms, we
observe the O(h2) convergence rate with respect to the L2 norms for both pressure and
velocity, and O(h) convergence rate with respect to the H1 seminorms for the velocity.
The PGMRES method show its robustness compared to AMG method, especially for small
viscosity terms.
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Table 6.18: Relative discretization errors on hexahedral meshes (see Figure 6.3(b))
Viscosity Mesh size ‖p−ph‖L2

‖p‖L2

‖u−uh‖L2

‖u‖L2

|u−uh|H1

|u|H1

µ = 3.5 h = 1/4 0.118882 0.00173792 0.294596
h = 1/8 0.0317309 0.000476144 0.138659
h = 1/16 0.00648642 0.000120043 0.0682973
h = 1/32 0.00368371 0.0000281371 0.0340215

µ = 0.35 h = 1/4 0.119562 0.000244628 0.29511
h = 1/8 0.0336418 0.0000810976 0.138737
h = 1/16 0.00769119 0.0000225371 0.0683078
h = 1/32 0.00156878 0.00000410757 0.0340228

µ = 0.035 h = 1/4 0.119645 0.000127106 0.295167
h = 1/8 0.0339258 0.0000474041 0.138747
h = 1/16 0.00808537 0.000014156 0.0683092
h = 1/32 0.00167265 0.00000234046 0.034023

µ = 0.0035 h = 1/4 0.119654 0.000121127 0.295173
h = 1/8 0.0339557 0.000045149 0.138748
h = 1/16 0.00813128 0.00001357 0.0683094
h = 1/32 0.00169354 0.00000226907 0.034023

Table 6.19: Relative discretization errors on tetrahedral meshes (see Figure 6.3(a))
Viscosity Mesh size ‖p−ph‖L2

‖p‖L2

‖u−uh‖L2

‖u‖L2

|u−uh|H1

|u|H1

µ = 3.5 h = 1/4 90.8855 0.0603745 0.616655
h = 1/8 22.3735 0.0196835 0.275424
h = 1/16 5.49279 0.00538489 0.129941
h = 1/32 1.2714 0.00125962 0.0630224

µ = 0.35 h = 1/4 90.0086 0.072174 0.651908
h = 1/8 22.0859 0.0264684 0.314006
h = 1/16 5.27848 0.00816906 0.153951
h = 1/32 1.14615 0.00175229 0.0680598

µ = 0.035 h = 1/4 89.9198 0.0738805 0.658144
h = 1/8 22.0496 0.0281785 0.333278
h = 1/16 5.21858 0.00952963 0.182958
h = 1/32 1.09502 0.00213492 0.0807443

µ = 0.0035 h = 1/4 89.9109 0.0740605 0.658835
h = 1/8 22.0457 0.0283963 0.336854
h = 1/16 5.21048 0.00978133 0.197043
h = 1/32 1.08599 0.00225214 0.092291
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Table 6.20: Number of AMG iterations on mesh of four levels (see Figure 6.1)
Viscosity Mesh size Hexahedral mesh Tetrahedral mesh
µ = 3.5 h = 1/4 15 17

h = 1/8 8 8
h = 1/16 5 9
h = 1/32 6 14

µ = 0.35 h = 1/4 26 20
h = 1/8 28 19
h = 1/16 14 10
h = 1/32 6 7

µ = 0.035 h = 1/4 26 24
h = 1/8 69 50
h = 1/16 58 39
h = 1/32 26 18

µ = 0.0035 h = 1/4 29 24
h = 1/8 70 64
h = 1/16 >80 >80
h = 1/32 >80 60

Table 6.21: Number of PGMRES iterations on mesh of four levels (see Figure 6.1)
Viscosity Mesh size Hexahedral mesh Tetrahedral mesh
µ = 3.5 h = 1/4 14 11

h = 1/8 11 11
h = 1/16 8 10
h = 1/32 9 14

µ = 0.35 h = 1/4 16 13
h = 1/8 22 16
h = 1/16 15 13
h = 1/32 10 10

µ = 0.035 h = 1/4 16 12
h = 1/8 29 23
h = 1/16 31 24
h = 1/32 22 18

µ = 0.0035 h = 1/4 17 12
h = 1/8 30 24
h = 1/16 44 38
h = 1/32 43 36
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6.3 Numerical results for the FSI problem

We firstly set material parameters. The Lamé constants are set by µl = 1.15 × 106 and
λl = 1.73×106, and the structure density by ρs = 1.2. The fluid viscosity is set by µ = 0.035,
and the fluid density by ρf = 1.0.

The structure is considered linear and clamped at both inlet and outlet. The fluid and
structure are initially at rest. For the fluid, we set the Neumann data of (1.332×104, 1.332×
104, 1.332 × 104)T on the inlet for a time period of 3ms and (0, 0, 0)T after 3ms, and the
Neumann data of (0, 0, 0)T for the outlet for all time.

Two meshes (see Figure 6.4.) are used for testing the FSI simulation.
We use a time step size of δt = 1ms and run the simulation until time t = 25ms. For

visualization purpose the deformation is amplified by a factor of 12.
The iteration numbers are reported in the following:

1: a relative error reduction by a factor of 10−5 is achieved in 2-3 Newton iterations in each
time step,

2: each of these iterations requires 6-8 preconditioned GMRES iterations for a relative error
reduction by a factor of 10−5 (in addition, it also requires applying the AMG solvers for
the structure and fluid sub-problems once for updating the residual),

3: for each preconditioned GMRES iteration, we need to apply the AMG solver for the
structure sub-problem twice (because we use the preconditioner from the structure part
for each GMRES iteration) and the AMG solver for the fluid sub-problem once,

4: for solving the structure sub-problem, about 10 preconditioned conjugate gradient itera-
tions with the AMG preconditioner are needed for a relative error reduction by a factor
of 10−8,

5: for the fluid sub-problem about 5 AMG iterations for a relative error reduction by a
factor of 10−8.

Almost the same numbers of iterations are observed for the coarse and fine meshes.
For the doubled time step size δt = 2ms the number of inner AMG iterations for the

fluid problem increased to about 10.
The pressure wave propagation on the fine mesh (see Figure 6.4(b)) at different time

levels is visualized in Figure 6.8.

6.4 FSI simulations on grid computing

As we might see today, using the grid computing resources (see [58, 51, 57, 41, 125, 112, 160,
28]), the large scale numerical simulations can be performed in a more efficient way because
of its huge computational and memory storage resources, e.g. see [173, 102, 98] for our
previous work on computational fluid dynamics (CFD), and see [97, 99] on fluid-structure
interaction problem. In this section, we develop a framework for designing a grid-enabled
solver using the numerical method presented in Chapter 3 for solving the FSI problem.

This numerical method requires efficient, robust and fast solvers for the sub-problems
(fluid and structure), which are the main costs of this type of algorithms and can be dis-
tributed and parallelized to many processors under the grid environment. Therefore it is
well suitable for grid computing.

We employ three distinct grid nodes. The master node is responsible for gathering
and redistributing data, and synchronizing the process in each nonlinear iteration, while the
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(a) t = 1ms (b) t = 5ms

(c) t = 10ms (d) t = 15ms

(e) t = 20ms (f) t = 25ms

Figure 6.8: Simulation results at time t = 1ms (upper left), t = 5ms (upper right), t = 10ms
(middle left) and t = 15ms (middle right), t = 20ms (lower left) and t = 25ms (lower right).
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other two slave nodes will be responsible for solving the structure and fluid sub-problems
respectively, see Figure 6.9 for an illustration.

Master Node

Slave Node 1 Slave Node 2

parallel machines parallel machines

Interface equation

Fluid sub−problem

synchronizing

Structure sub−problem

Figure 6.9: A grid-enabled solver model.

By adapting the Newton algorithm (see Algorithm 3.4) to the grid computing environ-
ment, only a small amount of data (the updated displacement at the interface and the normal
stresses at the interface) will be transferred among the master and slave grid nodes during
the process. Hence most of the simulation time is spent in solving the structure and the fluid
sub-problems on corresponding slave grid nodes. In principle, each of these sub-problems
can be solved in parallel on each node.

The grid-enabled fluid-structure interaction solver is realized by extending the idea of
constructing a grid-enabled Client/Server (CS) model described in [173, 102] where Globus IO
secure channels (see [53]) are employed for creating a flexible and secure data transferring
interface on the memory level for each grid node.

In the following sections, we will present details concerning how to construct the CS
model under the grid computing environment, which is applied to the fluid-structure inter-
action simulation. Finally, we will report some test results concerning the computational
complexity of the master and slave nodes, and the comparison of the computational and
communicational cost.

However, this is only the first draft implementation which does not want to achieve
optimal performance and thus serves as a proof of concept. Starting from this general
framework, we can go further. For instance, although we distribute the structure and the
fluid sub-problems on two different grid nodes such that both can start their own job in
parallel, each sub-problem itself is not parallelized, i.e. we do not fully utilize the comput-
ing and memory resources on slave nodes. Future work will concentrate on improving the
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performance and investigating the scalability of the method, see [19, 47].

6.4.1 The secure grid environment

One important point concerning grid computing is how to realize secure data transfer
among client and server nodes through Internet/Intranet. The Globus Toolkit 4.0.4 in-
cludes the open source software MyProxy 3.7 for managing security credentials (certifi-
cates and private keys, see [4]). One highlight of this package is to combine an online
credential repository with an online certificate authority which allow users to obtain cre-
dentials when and where needed. Under the Austrian grid environment, the user would use
myproxy-init command to upload a credential to the myproxy-server hydra.gup.uni-linz.ac.at
for later retrievals by CS nodes, e.g., under the Austrian Grid environment, we employ al-
tix1.jku.austriangrid.at and Schafberg.coma.sbg.ac.at as client and server nodes, respectively.
The credential is then delegated to the myproxy-server and stored with the given MyProxy
passphrase. Proxy credentials with default lifetime of 12 hours can then be retrieved via
myproxy-get-delegation with the MyProxy passphrase. Once the CS nodes obtain the proxy
credentials, the authentication and authorization on the CS are done. The secure mode is
verified via setting Globus IO secure mode parameters as input arguments of the functions:
globus io attr set secure authentication/channel mode. See Figure 6.10 for an illustration.

Proxy

hydra.gup.uni−linz.ac.at
Server Nodes

altix1.jku.austriangrid.at

agrid−01.numa.uni−inz.ac.at
User

Client Nodes

Schafberg.coma.sbg.ac.at

Proxy

Proxymyproxy−server

myproxy−init

myproxy−get−delegation

myproxy−get−delegation

Figure 6.10: MyProxy process on the Austrian grid

Using the previous authentication and authorization, a secure channel connecting Client
and Server nodes through the Internet/Intranet is provided by using the Globus IO secure
channel. It provides high-performance I/O with integrated security and a socket-like interface
for users (see [53]). Normal users holding no powerful machines can also succeed in doing
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such numerical simulations. As shown in Figure 6.11, once their identities are certified by
a Certification Authority and recognized by the requested resources, users can submit the
job to nodes and control the data flow between nodes. For instance, globus-url-copy (see

Glogin

agrid−01  Laplop

Slave node Slave node 

Master node

Users

Globus_IO Globus_IO

Grid−Proxy−Init

Figure 6.11: A secure channel in the Internet/Intranet

[2]), can realize the data files transfer among nodes, and by RSL (resource specification
language), see [2], users can control the job running schedule on the nodes. Under the
Austrian grid environment, using glogin, the identified user can realize the interactive usage
of grid resources (see [134]). Via the Globus IO secure and efficient channel mode, we
can distribute our task to different nodes such that they are able to cooperate with each
other. The communication between nodes is guaranteed in this channel created by calling
globus io tcp connect.

6.4.2 The grid-enabled Client/Server model

An additional feature compared to usual CS models on TCP/IP protocols is the authenti-
cation part on both client and server nodes by employing Globus IO operations. The TCP
connecting is mainly implemented via functions of globus io tcp listen, globus io tcp connect
and globus io tcp accept. The master node firstly creates two TCP listeners at two ports
and keeps listening at these ports. Once it gets a notification from the two slave nodes, it
will try to establish TCP connections. If this connecting is successful, they will continue
executing the next jobs. Otherwise, the master node still listens at the opening ports until
it gets next notifications from the slave nodes. The data transfer and redistribution among
nodes are hidden in the box of FSI solver for each time step in Figure 6.12. Since this is
a time dependent problem, this FSI solver has to be called at each time step. When the
iteration ends at the final time step, all I/O operations and TCP connections on the nodes
are closed.
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Globus_IO authentication

Create listener at two ports

Master node

Keep listening

TCP accept

No

Yes

Slave nodes

Try TCP connecting

Time step loops

Globus_IO close,     Globus deactivate

FSI solver for each time step 

Figure 6.12: Grid-enabled CS model for the FSI simulation

For each time step, we will apply several Newton iterations (Algorithm 3.4.1) as de-
scribed in Section 3.4. For convenience of reading, we rewrite it here:

From these steps in Algorithm 6.4.1, it is easy to realize a grid-enabled version of the
Newton Algorithm (see Algorithm 6.4.2). Note that if a preconditioner, e.g. S−1

s , is applied to
the linearized problem in Step 2 of Algorithm 6.4.2 (preconditioned GMRES (PreGMRES)),
some additional communication among nodes are needed. We also mention that in Step 2
of Algorithm 6.4.2, the GMRES iteration needs the operations of S

′
s(λ

k)δλk and S
′
f(λ

k)δλk

which are the main cost of the GMRES iteration and done on the slave nodes.

6.4.3 Shared data transferring interface

The communication between master and slave nodes are mainly focus on delivering a small
amount of data (vector values of the displacement and the stress at the interface). A secure,
stable and efficient data transferring interface has to be constructed on both master and slave
nodes. As we mentioned before, the Globus IO offers such desirable operations. By calling
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Algorithm 6.4.1 Newton iterations
For k ≥ 0,

1: update the residual Ss(λk) + Sf(λk) by solving the structure and fluid sub-problems,
2: solve the linear problem

(
S
′
s(λ

k) + S
′
f(λ

k)
)
δλk = −

(
Ss(λk) + Sf(λk)

)
via GMRES

method,
3: update the displacement λk+1 = λk + δλk, if not accurate enough, go to step 1.

Algorithm 6.4.2 Grid-enabled Newton iterations
1: distribute displacement λk at the interface from the master node to slave nodes, update

the residual Ss(λk) and Sf(λk) by solving the structure and fluid sub-problems inde-
pendently on corresponding slave nodes, send back the results to the master node, and
calculate Ss(λk) + Sf(λk) on the master node,

2: solve the linearized problem
(
S
′
s(λ

k) + S
′
f(λ

k)
)
δλk = −

(
Ss(λk) + Sf(λk)

)
via GM-

RES method on the master node, i.e. update S
′
s(λ

k)δλ and S
′
f(λ

k)δλ indepen-
dently on corresponding slave nodes, send them back to the master node, and update(
S
′
s(λ

k) + S
′
f(λ

k)
)
δλk for each GMRES iteration,

3: update the displacement λk+1 = λk + δλk on the master node, and go to step 1 if not
accurate enough

the globus io write/read pair, one can realize the data sending and receiving through the
established Globus IO channel. Usually, hierarchical data structures of vectors are used for
storing the vector data. The vectors could also contain simple data structures. The size of
these hierarchical data structures has to be measured carefully since the globus io write/read
calling needs to know the exact block size of the message the nodes will send and receive.
The globus io write/read callings are encapsulated inside such that the synchronizing process
will be guaranteed for each sending and receiving pair.

6.4.4 Client/Server configuration files

Using the high-performance and secure data transferring protocol GridFTP (see [2]), the
executable binary files and necessary configuration files are transferred from a user ma-
chine (agrid-01 ) to client and server grid nodes (altix1.uibk.ac.at, alex.jku.austriangrid.at,
lilli.edvz.uni-linz.ac.at). Once the binary files are installed on the grid nodes, one can specify
the grid node roles with the help of configuration files. See Figure 6.13.

For the configuration on the server node (alex.jku.austriangrid.at), we need to spec-
ify the grid node type (GRIDTYPE Gserver), the name of the grid node (GRIDNODE
alex.jku.austriangrid.at), and the port numbers opening for two client nodes (GRIDPORT
44106, 44400). These parameters tell the node it should play the server role. Some additional
parameters have to be specified in order to distribute and gather data from client nodes.

Two client nodes are used in this model. For the fluid part, the grid node lilli.edvz.uni-
linz.ac.at is chosen as a client node. We set the grid node type (GRIDTYPE GClientFluid),
the server node which we want to connect to (GRIDNODE alex.jku.austriangrid.at), and the
port number as one of port numbers specified on the server node (GRIDPORT 44400 ). In
analogous way, for the structure part, the grid node (altix1.uibk.ac.at) is chosen as a client
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GRIDNODE alex.jku.austriangrid.at

alex.jku.austriangrid.at

GRIDNODE alex.jku.austriangrid.at

GRIDPORT 44106 44400

GRIDTYPE GServer

FSI Simulation Parameters FSI Simulation Parameters

Server Configuration File

FSI Simulation Parameters

altix1.uibk.ac.at lilli.edvz.uni−linz.ac.at

Globus_IO connection Globus_IO connection

Client Configuration File

GRIDTYPE GClientStruc

GRIDPORT 44106

Client Configuration File

GRIDTYPE GClientFluid

GRIDNODE alex.jku.austriangrid.at

GRIDPORT 44400

Glogin, GridFTP

agrid−01

Figure 6.13: CS configuration files

node. We set the grid node type (GRIDTYPE GClientStruc), the server node which we
want to connect to (GRIDNODE alex.jku.austriangrid.at), and the port number as one of
port numbers specified on the server node (GRIDPORT 44106 ). For both client nodes, we
need to set some FSI simulation parameters such that each of them will be responsible for
its own job, i.e. solving the structure and the fluid sub-problems, respectively.

These configuration files will be transferred to corresponding grid nodes, and act as
running input parameters when starting the jobs on three grid nodes.

6.4.5 Experiments on the Austrian Grid

Testing environment

We use three different nodes for testing the algorithm:
1: the Server (master) node for synchronizing the whole process, alex.jku.austriangrid.at in

Linz, which is a cluster with a total of 384 Xeon (nehalem) cores connected via gigabit,
2: the Client (slave) node for running the structure solver, altix1.uibk.ac.at in Innsbruck,

which is a cluster of four 16-way SGI Altix 350 systems interconnected by an Infiniband
fabric,

3: the Client (slave) node for running the fluid solver, lilli.edvz.uni-linz.ac.at in Linz, which
is a shared-memory single node with 256 CPUs and 1 TB RAM, connected via gigabit.

See grid node information in Table 6.22 and [20].

Table 6.22: Grid Nodes Information
Site Grid Node Processors Types (#processors) RAM

ALTIX-UIBK altix1.uibk.ac.at Intel Itanium-2 (16) 1.5 GB
JKU lilli.edvz.uni-linz.ac.at Intel Itanium-2 (256) 1.0 TB
JKU alex.jku.austriangrid.at Xeon (nehalem) Cores (768) 1.5 TB
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In addition, the user machine agrid-01 in Linz is a desktop with two AMD Opteron
processors and 4 GB RAM, which is responsible for transferring data and binary files from
the user to the grid nodes.

However, as mentioned before, for this moment, neither the structure nor the fluid solver
is parallelized, so we only utilize one of processors from each grid node. In order to obtain
good scalability and high performance, we may implement the structure and fluid solvers in
parallel for the future plan, e.g. see the parallel technique in [47, 18].

Computational complexity

As we see in Algorithm 6.4.2, the main cost is solving the structure and the fluid sub-problems
on client grid nodes.

We will report the cost (measured in second (s)) for one preconditioned GMRES iteration
(PGMRES) which involves the cost for the structure solver (S-cost), for the fluid solver (F-
cost), and for the preconditioning from the structure part (P-cost), see Table 6.23.

Table 6.23: Computational cost on the coarse and fine mesh (see Figure 6.4)
Mesh PGMRES S-cost (Solver) F-cost (Solver) P-Cost (Solver)
coarse 36.45s 2.79s(2.75s) 10.53s(9.46s) 23.12s(23.05s)

fine 162.2s 10.32s(10.23s) 92.89s(68.49s) 59.00s(58.76s)

In Table 6.23, we report the following cost:
1: PGMRES, the cost for each preconditioned GMRES iteration,
2: S-cost (Solver), the overall cost for solving the structure sub-problem and transferring

the data from the structure slave grid node to the master grid node, and the cost for the
PCG with AMG preconditioning (in the bracket),

3: F-cost (Solver), the overall cost for solving the fluid sub-problem and transferring the
data from the fluid slave grid node to the master grid node, and the cost for the AMG
solver (in the bracket),

4: P-cost (Solver), the overall cost for preconditioning and transferring the data from the
structure slave grid node to the master grid node, and the cost for the PCG with AMG
preconditioning (in the bracket).
The cost for each Newton iteration is obtained by multiplying the cost for each PGMRES

with 6-8, and the cost for each time step is obtained by multiplying the cost for each Newton
Iteration with 2-3.



Chapter 7

Conclusions and future work

One of the main contributions we have investigated in this thesis is the generalization of linear
elements to extended elements on hybrid meshes for the structure and fluid sub-problems. It
has been applied to the fluid-structure interaction problem which is solved by a Newton based
solver on the Steklov-Poincaré operator. However, there are alternative strategies which can
be considered in the future. For instance the discontinuous Galerkin method could be a good
alternative for constructing the finite elements on such hybrid meshes.

We are able to apply AMG methods to the finite element equations for structure and
fluid sub-problems of the fluid-structure interaction problem. Here we extend the AMG
method for the saddle point problem arsing from the discretization of the MINI-element on
hybrid meshes. The extension of AMG applications to other elements might be interesting
for the future work. On the other hand, a robust AMG solver for relatively small viscosity
terms are still on studying, in particular under the ALE framework.

For the time being, we are only using a simple linear elasticity model for the structure
sub-problem. For the structure model in life science, for instance, blood flow simulation, the
material and geometric nonlinearity will be considered in the future. Current research in
this direction can be found, for instance in [78, 79].

Finally, we also developed a grid-enabled solver under the Austrian Grid environment by
constructing a Client/Server model. It was shown that the concept is working. However, this
is only the first draft implementation. The future work in this direction could concentrate
on improving the performance and investigating the scalability of the method, see [30].
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