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A ROBUST MULTIGRID METHOD FOR ELLIPTIC OPTIMAL CONTROL PROBLEMS

JOACHIM SCHÖBERL *, RENÉ SIMON †, AND WALTER ZULEHNER ‡

Abstract. We consider the discretized optimality system of a special class of elliptic optimal control problems and propose an all-at-once multigrid method for solving this discretized system. Under standard assumptions the convergence of the multigrid method and the robustness of the convergence rates with respect to the involved parameter are shown. Numerical experiments are presented for illustrating the theoretical results.
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1. Introduction. In this paper we consider the following optimization problem: Minimize the cost functional $J(y, u)$, given by

$$J(y, u) = \frac{1}{2} \int_{\Omega} (y - y_d)^2 \, dx + \frac{\alpha}{2} \int_{\Omega} u^2 \, dx,$$

subject to the elliptic boundary value problem (the state equation)

$$-\Delta y + y = u \text{ in } \Omega, \quad \frac{\partial y}{\partial n} = 0 \text{ on } \Gamma,$$

for $y$ (the state) with $u$ (the control) on the right-hand side of the differential equation. Here $\Omega$ is a given bounded domain in $\mathbb{R}^d$, $d \in \{1, 2, 3\}$, with Lipschitz-continuous boundary $\Gamma$, $\Delta$ denotes the Laplacian operator, $\partial y/\partial n$ denotes the normal derivative, $y_d$ is given (the desired state) and $\alpha$ is a given real and positive parameter. The parameter $\alpha$ could be seen either as a measure for the costs of the control or as a regularization parameter of the otherwise ill-posed problem.

The main purpose of this paper is to construct and analyze numerical methods which produce an approximate solution to the optimization problem of reasonable accuracy and whose computational efficiency does not significantly depend on the parameter $\alpha$, in particular for small values of $\alpha$.

The optimization problem stated above has been quite frequently considered in literature. It is a simple example of an elliptic optimal control problem with distributed control and distributed observation. It serves as a model case for more general elliptic optimal control problems including boundary control and/or boundary observations, see, e.g., [18], [26]. Optimal control problems belong to the class of PDE (partial differential equation) constrained optimization problems, which arise in many areas of sciences and engineering, see [17].

Such problems from applications are by some order of magnitude more challenging than the simple model problem, due to possible nonlinearities and/or additional
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inequality constraints on the control and/or state. Various techniques (like linearization and modern penalty methods) have been developed to cope with such additional difficulties. These methods require to solve a sequence of simpler problems, which are (to some extend) comparable in complexity with the simple model problem, and which also typically involve parameters like the parameter $\alpha$ here, where robustness of the method with respect to these parameters is an important issue. So, a better understanding of methods for the simple model problem will hopefully (in the long run) also contribute to a better understanding of the design of methods for more challenging classes of problems.

Appropriate function spaces for the model problem are

$$V = H^1(\Omega) \quad \text{and} \quad \mathcal{U} = L^2(\Omega)$$

for the state $y$ and for the control $u$, respectively. The state equation is considered to be given in weak form:

$$\int_{\Omega} (\nabla y \cdot \nabla z + y z) \, dx = \int_{\Omega} u z \, dx \quad \text{for all } z \in V,$$

where $\nabla$ denotes the gradient operator and the symbol $\cdot$ denotes the Euclidean inner product in $\mathbb{R}^d$.

A particular feature of the model problem, which will be exploited in this paper, is the form of the cost functional (distributed observation) and the right-hand side of the weak form of the state equation (distributed control). The bilinear form on the left-hand side of the state equation results from the particular differential operator and boundary conditions of the state equation, which were chosen for simplicity only. The presented numerical method for solving the model problem and the analysis of the method easily carry over to more general classes of state equations as long as their weak formulation leads to a symmetric, coercive and bounded bilinear form.

The model problem has a unique solution $(y, u) \in V \times \mathcal{U}$, which is characterized by the following system (the optimality system, Karush-Kuhn-Tucker system, in short KKT system), see [18]:

- the adjoint state equation:
  $$\int_{\Omega} y z \, dx + \int_{\Omega} (\nabla z \cdot \nabla p + z p) \, dx = \int_{\Omega} y_d z \, dx \quad \text{for all } z \in V, \quad (1.1)$$
  which is the weak form of the elliptic boundary value problem
  $$-\Delta p + p = y - y_d \quad \text{in } \Omega, \quad \frac{\partial p}{\partial n} = 0 \quad \text{on } \Gamma,$$
  for the new unknown $p$ (the Lagrangian multiplier or adjoint state), which lies in the function space
  $$Q = H^1(\Omega);$$

- the control equation:
  $$\alpha \int_{\Omega} u v \, dx - \int_{\Omega} v p \, dx = 0 \quad \text{for all } v \in \mathcal{U}, \quad (1.2)$$
  which, of course, simply means
  $$\alpha u = p,$$
• the state equation:

\[
\int_{\Omega} (\nabla y \cdot \nabla q + y q) \, dx - \int_{\Omega} u q \, dx = 0 \quad \text{for all } q \in Q = H^1(\Omega).
\] (1.3)

Observe that the set \( Q = H^1(\Omega) \) for the Lagrangian multiplier coincides with the previously introduced set \( V = H^1(\Omega) \) for the state. The reason for using different symbols is that, later on, we will see that it is advantageous to equip these identical sets with different norms.

As we have seen, our model problem allows a natural partitioning of the variables into three parts (the state \( y \), the control \( u \) and the adjoint state \( p \)) and a corresponding partitioning of the optimality system. There are two other equivalent formulations which are frequently used as starting points for the development of methods. The particularly simple control equation allows an explicit elimination of the control \( u \), leading to a partitioning of the remaining variables into two parts, \( y \) and \( p \), and a correspondingly reduced system of two equations, which consists of (1.1) and (1.3) with \( u \) replaced by \( \alpha^{-1} p \). Alternatively, since the state equation is uniquely solvable in \( y \) for any \( u \) (in short \( y = y(u) \)) and the adjoint state equation is uniquely solvable in \( p \) for any \( y \) (in short \( p = p(y) \)), the optimality system can be reduced to a single equation in \( u \):

\[
\alpha u = p(y(u)).
\] (1.4)

Starting point for discretizing the problem is either the original formulation as an optimization problem or one of the three possible formulations of the optimality system (either as a system of three equations in \( (y, u, p) \), or a system of two equations in \( (y, p) \) or a single equation in \( u \)). Following the approach, taken, e.g., in [7], we choose the reduced optimality system in \( (y, p) \). We consider the standard finite element discretization as a Galerkin method with continuous piecewise linear finite elements on a simplicial mesh for both the state \( y \) and the adjoint state \( p \). Due to the variational form of the optimality system this corresponds exactly to the Ritz method applied to the original optimization problem with the same finite element functions for the state \( y \) and the control \( u \), and also to the Galerkin method applied to the unreduced optimality system with the same finite element functions for the state \( y \), the control \( u \) and the adjoint state \( p \).

The main focus of this paper is the construction of efficient numerical methods for solving the discretized problem and a rigorous analysis of the proposed methods. Since we are interested in accurate approximations, the discretization process will result in a large-scale system, in general. We will concentrate on multigrid methods, which have been proven to be one of the fastest known methods for solving large-scale systems of discretized problems. Originally designed and analyzed for elliptic problems this class of methods has gained growing interest for PDE constrained optimization problems over the last years, see [8] and the many references contained there. There are (at least) two possible approaches: Either the multigrid idea is directly applied to the (reduced or not reduced) optimality system (all-at-once approach), see, e.g., [25], [1], [7], [22], [24], or (as the second approach) multigrid methods are applied to single equations in \( y \) and/or in \( p \) and/or in \( u \) as building blocks of the overall iterative method, see, e.g., [3], [4], [5], [6], [16], [21], [20]. The two approaches are indistinguishable if applied to the single equation (1.4), which was the starting point for a multigrid method in [14]. The method in [14] relies on available exact (or, at least,
accurate) solvers for the state and the adjoint state equation with respect to \( y \) and \( p \), respectively.

An obvious advantage of the second approach is that existing and well evaluated methods off the shelf, so to speak, can be used as building blocks. On the other hand the all-at-once approach offers a stand-alone solution, possibly well adapted to the problem class. In this paper we will focus on the all-at-once approach for the reduced optimality system in \((y, p)\).

So far, the analysis of all-at-once multigrid methods for PDE constrained optimization problems is not as developed as for elliptic PDEs. Besides numerously reported numerical evidence on the efficiency of the multigrid methods the analytical knowledge is mainly based either on a Fourier analysis, see, e.g., [1], [7], which, strictly speaking, covers only the case of uniform meshes with special boundary conditions (and small perturbations of this situation) or on compactness arguments, see [14], [7], which, however, (at least theoretically) require that the coarsest mesh is sufficiently fine. A more rigorous discussion following the classical approach by showing the approximation property and the smoothing property, see [15], are contained in [22], based on the concept of transforming smoothers but not yet fully covering the model problem, and in [24], where the dependence of the convergence rates on the parameter \( \alpha \) for small values of \( \alpha \) was not satisfactory in theory as well as in practice.

In this paper we will show, as expected for multigrid methods, mesh-independent convergence of the proposed method for a hierarchy of uniformly refined meshes. Moreover, as a special feature of our approach, we were also able to additionally show robustness of the convergence rates with respect to the parameter \( \alpha \).

The paper is organized as follows: Section 2 contains the framework and basic estimates for the exact and the approximate solution of the problem which are needed in the subsequent multigrid convergence analysis. The multigrid method and a discussion of the approximation property are presented in Section 3, while in Section 4 the analysis is completed by discussing the smoother needed in the multigrid method and the smoothing property. Numerical experiments, which confirm and illustrate the theoretical results, are shown in Section 5. Two technical lemmas needed in Section 2 are transferred to an appendix.

2. Framework and basic estimates. The optimality system can be reformulated as a variational problem in the product space \( \tilde{X} = V \times \mathcal{W} \times Q \) by simply adding the equations (1.1), (1.2), (1.3): Find \((y, u, p) \in \tilde{X}\) such that

\[
\tilde{B}((y, u, p), (z, v, q)) = (y_d, z)_{L^2(\Omega)} \quad \text{for all } (z, v, q) \in \tilde{X}
\]  

(2.1)

with the bilinear form

\[
\tilde{B}((y, u, p), (z, v, q)) = (y, z)_{L^2(\Omega)} + (z, p)_{H^1(\Omega)} + \alpha (u, v)_{L^2(\Omega)} - (v, p)_{L^2(\Omega)} + (y, q)_{H^1(\Omega)} - (u, q)_{L^2(\Omega)},
\]

written in terms of the standard inner products in \( L^2(\Omega) \) and \( H^1(\Omega) \):

\[
(f, g)_{L^2(\Omega)} = \int_{\Omega} fg \, dx, \quad (f, g)_{H^1(\Omega)} = \int_{\Omega} (\nabla f \cdot \nabla g + fg) \, dx.
\]

Well-posedness. In [21] it was shown that, for the norm on \( \tilde{X} = V \times \mathcal{W} \times Q \), given by

\[
\|(z, v, q)\|_{\tilde{X}}^2 = \|z\|_V^2 + \|v\|_{\mathcal{W}}^2 + \|q\|_Q^2
\]
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\[ \|z\|^2_V = \|z\|^2_{L^2(\Omega)} + \alpha^{1/2}\|z\|^2_{H^1(\Omega)}, \quad \|v\|^\psi = \alpha^{1/2}\|v\|^\psi_{L^2(\Omega)} \]

and

\[ \|q\|^2_Q = \alpha^{-1}\|q\|^2_{L^2(\Omega)} + \alpha^{-1/2}\|q\|^2_{H^1(\Omega)}, \]

we have

\[ \hat{c}_1 \|(y,u,p)\|_\hat{X} \leq \sup_{0 \neq (z,v,q) \in \hat{X}} \frac{\hat{B}((y,u,p),(z,v,q))}{\|(z,v,q)\|_\hat{X}} \leq \hat{c}_2 \|(y,u,p)\|_\hat{X} \] (2.2)

for all \((y,u,p) \in \hat{X}\) with constants \(\hat{c}_1, \hat{c}_2 > 0\) independent of the parameter \(\alpha\).

So, the bilinear form is bounded and satisfies an inf-sup condition uniformly in \(\alpha\). By the theorem of Babuška-Aziz, see [2], it follows that a unique solution to the variational problem (2.1) exists and that the solution depends continuously on the data, uniformly in \(\alpha\).

In this paper we will use the simple form of the control equation (1.2) for explicitly eliminating the control from the optimality system. This leads to the reduced problem consisting of the original adjoint state equation and the state equation in which the control \(u\) is replaced by \(\alpha^{-1} p\):

Find \(y \in V\) and \(p \in Q\) such that

\[ (y,z)_{L^2(\Omega)} + (z,p)_{H^1(\Omega)} = (y_d,z)_{L^2(\Omega)} \quad \text{for all } z \in V; \]

\[ (y,q)_{H^1(\Omega)} - \alpha^{-1}(p,q)_{L^2(\Omega)} = 0 \quad \text{for all } q \in Q, \]

or, equivalently, as a variational problem in the product space \(X = V \times Q\):

Find \((y,p) \in X\) such that

\[ \mathcal{B}((y,p),(z,q)) = (y_d,z)_{L^2(\Omega)} \quad \text{for all } (z,q) \in X \] (2.3)

with

\[ \mathcal{B}((y,p),(z,q)) = (y,z)_{L^2(\Omega)} + (z,p)_{H^1(\Omega)} + (y,q)_{H^1(\Omega)} - \alpha^{-1}(p,q)_{L^2(\Omega)}. \]

A simple consequence of the well-posedness of the original formulation in \(\hat{X}\) is

**Theorem 2.1.** There are constants \(c_1, c_2 > 0\) independent of \(\alpha\) such that

\[ c_1 \|(y,p)\|_X \leq \sup_{0 \neq (z,q) \in X} \frac{\mathcal{B}((y,p),(z,q))}{\|(z,q)\|_X} \leq c_2 \|(y,p)\|_X \quad \text{for all } (y,p) \in X, \]

where the norm in \(X\) is given by

\[ \|(z,q)\|_X^2 = \|z\|^2_V + \|q\|^2_Q. \]

**Proof.** For \(u = \alpha^{-1} p\), one easily sees that

\[ \hat{B}((y,u,p),(z,v,q)) = \mathcal{B}((y,p),(z,q)), \]

which implies

\[ \sup_{0 \neq (z,v,q) \in X} \frac{\hat{B}((y,u,p),(z,v,q))}{\|(z,v,q)\|_X} = \sup_{0 \neq (z,q) \in X} \frac{\mathcal{B}((y,p),(z,q))}{\|(z,q)\|_X}. \]
Since, for $u = \alpha^{-1} p$,
\[
\|(y, p)\|_X^2 \leq \|(y, u, p)\|_X^2 = \|y\|_V^2 + \alpha^{-1} \|p\|_{L^2(\Omega)}^2 + \|p\|_Q^2 \leq 2 \|(y, p)\|_X^2,
\]
the estimates for $B$ follow immediately from the corresponding estimates (2.2) for $\hat{B}$ with $c_1 = \hat{c}_1$ and $c_2 = \sqrt{2} \hat{c}_2$. \qed

So, by the theorem of Babuška-Aziz, the variational problem (2.3) is also well-posed uniformly in $\alpha$.

For now on and throughout the paper, we will use the symbol $c$ for a generic constant, possibly different at each occasion it appears but independent of $\alpha$ and, later on, also independent of the mesh size $h$ of an underlying mesh.

**Regularity.** For the forthcoming analysis we need the following assumption (full elliptic regularity of the state/adjoint state equation):

**Assumption (R).** For $f \in L^2(\Omega)$, let $y_f \in V$ solve the variational problem
\[
(y_f, z)_{H^1(\Omega)} = (f, z)_{L^2(\Omega)} \quad \text{for all } z \in V.
\]
Then $y_f \in H^2(\Omega)$ and there is a constant $c$ independent of $f$ such that
\[
\|y_f\|_{H^2(\Omega)} \leq c \|f\|_{L^2(\Omega)}.
\]
This condition is, for example, satisfied if $\Omega$ is sufficiently smooth, see, e.g., [19], or if $\Omega$ is convex and polygonal/polyhedral, see, e.g., [12], [11].

So, for a right-hand side of the state equation in $(L^2(\Omega))^* \subset V^*$, the solution lies in the subspace $H^2(\Omega) \subset V$ equipped with a stronger norm and the solution can be estimated in this stronger norm by the norm of right-hand side in $(L^2(\Omega))^*$. Here, $H^*$ denotes the dual of a Hilbert space $H$.

From the full elliptic regularity of the state/adjoint state equation a similar property can be derived for the reduced optimality system. For this we first introduce the subspace $X_+ \subset X$:
\[
X_+ = V_+ \times Q_+ \quad \text{with } V_+ = Q_+ = H^2(\Omega),
\]
and equip this set with a stronger norm, given by
\[
\|(z, q)\|_{X_+}^2 = \|z\|^2_{V_+} + \|q\|^2_{Q_+},
\]
where
\[
\|z\|^2_{V_+} = \|z\|^2_{H^1(\Omega)} + \alpha^{1/2} \|z\|^2_{H^2(\Omega)}, \quad \|q\|^2_{Q_+} = \alpha^{-1/2} \|q\|^2_{H^1(\Omega)} + \alpha^{-1/2} \|q\|^2_{H^2(\Omega)}.
\]
These norms are derived from the original norms in $V$ and $Q$ by raising the differentiation order by 1.

With these notations we have:

**Theorem 2.2.** Suppose that Assumption (R) is satisfied. For $f \in L^2(\Omega)$, let $(y_f, p_f)$ solve the variational problem
\[
B((y_f, p_f), (z, q)) = (f, z)_{L^2(\Omega)} \quad \text{for all } (z, q) \in X.
\]
Then $(y_f, p_f) \in X_+$ and there is a constant $c$ independent of $\alpha$ such that
\[
\|(y_f, p_f)\|_{X_+} \leq c \alpha^{-1/4} \|f\|_{L^2(\Omega)} \quad \text{for all } f \in L^2(\Omega).
\]
For \( g \in L^2(\Omega) \), let \((y_g, p_g)\) solve the variational problem
\[
\mathcal{B}((y_g, p_g), (z, q)) = (g, q)_{L^2(\Omega)} \quad \text{for all } (z, q) \in X.
\]
Then \((y_g, p_g) \in X_+\) and there is a constant \( c \) independent of \( \alpha \) such that
\[
\|(y_g, p_g)\|_{X_+} \leq c \alpha^{1/4} \|g\|_{L^2(\Omega)} \quad \text{for all } g \in L^2(\Omega).
\]

**Proof.** First we consider the variational problem (2.4), which can be written in the form:
\[
\begin{align*}
(p_f, z)_{H^1(\Omega)} &= (f - y_f, z)_{L^2(\Omega)} \quad \text{for all } z \in V, \\
(y_f, q)_{H^1(\Omega)} &= \alpha^{-1} (p_f, q)_{L^2(\Omega)} \quad \text{for all } q \in Q.
\end{align*}
\]
From Assumption (R) it follows that \( y_f, p_f \in H^2(\Omega) \) and that
\[
\|p_f\|_{H^2(\Omega)} \leq c \left( \|f\|_{L^2(\Omega)} + \|y_f\|_{L^2(\Omega)} \right) \quad \text{and} \quad \|y_f\|_{H^2(\Omega)} \leq c \alpha^{-1} \|p_f\|_{L^2(\Omega)}.
\]
Now
\[
\|y_f\|_{L^2(\Omega)} \leq \|y_f\|_V \leq \|(y_f, p_f)\|_X, \quad \|p_f\|_{L^2(\Omega)} \leq \alpha^{1/2} \|p_f\|_Q \leq \alpha^{1/2} \|(y_f, p_f)\|_X.
\]
From Theorem 2.1, we obtain
\[
\|(y_f, p_f)\|_X \leq c \|F_f\|_{X^*} = c \sup_{z \in V} \frac{(f, z)_{L^2(\Omega)}}{\|z\|_V} \leq c \sup_{0 \neq z \in V} \frac{(f, z)_{L^2(\Omega)}}{\|z\|_{L^2(\Omega)}} = c \|f\|_{L^2(\Omega)}.
\]
Therefore, it follows that
\[
\|p_f\|_{H^2(\Omega)} \leq c \|f\|_{L^2(\Omega)} \quad \text{and} \quad \|y_f\|_{H^2(\Omega)} \leq c \alpha^{-1/2} \|f\|_{L^2(\Omega)}.
\]
Together with
\[
\|y_f\|_{H^1(\Omega)} \leq \alpha^{-1/4} \|y_f\|_V \leq \alpha^{-1/4} \|(y_f, p_f)\|_X \leq c \alpha^{-1/4} \|f\|_{L^2(\Omega)}
\]
and
\[
\|p_f\|_{H^1(\Omega)} \leq \alpha^{1/4} \|p_f\|_V \leq \alpha^{1/4} \|(y_f, p_f)\|_X \leq c \alpha^{1/4} \|f\|_{L^2(\Omega)}
\]
we obtain
\[
\|y_f\|_{V^*}^2 \geq \|y_f\|_{H^1(\Omega)}^2 + \alpha^{1/2} \|y_f\|_{H^2(\Omega)}^2 \leq c \alpha^{-1/2} \|f\|_{L^2(\Omega)}^2
\]
and
\[
\|p_f\|_{Q^*}^2 \geq \alpha^{-1} \|p_f\|_{H^1(\Omega)}^2 + \alpha^{-1/2} \|p_f\|_{H^2(\Omega)}^2 \leq c \alpha^{-1/2} \|f\|_{L^2(\Omega)}^2,
\]
from which the first estimate immediately follows.

The corresponding estimates for \((y_g, p_g)\) follow completely analogously. \(\square\)

The Hilbert spaces \( V, Q, V_+, \) and \( Q_+ \) with the corresponding norms introduced above can also be written in the form
\[
V = L^2(\Omega) \cap [\alpha^{1/4} H^1(\Omega)], \quad Q = \alpha^{-1/2} V
\]
and

\[ V_+ = H^1(\Omega) \cap \left[ \alpha^{1/4} H^2(\Omega) \right], \quad Q_+ = \alpha^{-1/2} V_+, \]

by using the following notations:

**Notation 1.** Let \( \alpha \) be a positive real number and \( H, H_1, H_2 \) be Hilbert spaces. Then \( aH \) denotes the Hilbert space of all functions from \( H \) equipped with the norm

\[ \| h \|_{aH} = a \| h \|_H, \]

and \( H_1 \cap H_2 \) denotes the Hilbert space of all functions from the intersection of \( H_1 \) and \( H_2 \) with the norm

\[ \| h \|_{H_1 \cap H_2} = \left( \| h \|_{H_1}^2 + \| h \|_{H_2}^2 \right)^{1/2}. \]

The discrete problem and an error estimate. For discretizing the infinite dimensional problem in \( X = V \times Q \) we replace \( V \) and \( Q \) by finite dimensional subspaces \( V_h \) and \( Q_h \). In particular, as an example, we choose the space of piecewise linear and continuous functions on a simplicial subdivision \( T_h \) of the domain \( \Omega \). As usual, let \( h_T \) denote the diameter of an element \( T \in T_h \) and let \( h = \max_{T \in T_h} h_T \) denote the mesh size. Throughout the section we will assume that \( T_h \) is shape-regular, i.e., there is a constant \( \sigma \) such that

\[ \frac{h_T}{\rho_T} \leq \sigma \quad \text{for all} \quad T \in T_h, \]

where \( \rho_T \) denotes the diameter of the largest ball inside \( T \).

The approximate solution \( (y_h, p_h) \in X_h = V_h \times Q_h \) is given by the variational problem:

\[ B((y_h, p_h), (z, q)) = (y_d, z)_{L^2(\Omega)} \quad \text{for all} \quad (z, q) \in X_h. \tag{2.5} \]

A crucial element of the forthcoming multigrid convergence analysis is a discretization error estimate in an \( L^2 \)-like norm for general right-hand sides in \( (L^2(\Omega) \times L^2(\Omega))^\ast \): For this we introduce the space \( X_- \supset X \):

\[ X_- = V_- \times Q_- \quad \text{with} \quad V_- = Q_- = L^2(\Omega) \]

and equip this set a weaker norm, given by

\[ \| (z, q) \|_{X_-}^2 = \| z \|_{V_-}^2 + \| q \|_{Q_-}^2, \]

where

\[
\| z \|_{V_-}^2 = \| z \|_{L^2(\Omega)}^2 + \alpha^{1/2} h^{-2} \| z \|_{L^2(\Omega)}^2 = (1 + \alpha^{1/2} h^{-2}) \| z \|_{L^2(\Omega)}^2, \\
\| q \|_{Q_-}^2 = \alpha^{-1} \| q \|_{L^2(\Omega)}^2 + \alpha^{-1/2} h^{-2} \| q \|_{L^2(\Omega)}^2 = \alpha^{-1} (1 + \alpha^{1/2} h^{-2}) \| q \|_{L^2(\Omega)}^2.
\]

These norms are derived from the original norms in \( V \) and \( Q \) by replacing all appearing \( H^1 \)-norms by \( L^2 \)-norms scaled with a factor \( h^{-1} \), where the parameter \( h \) is the mesh size of the underlying mesh. In this sense, these norms are mesh-dependent, explicitly expressed by the extra subindex \( h \).
With these notations we have:

**Theorem 2.3.** Suppose that Assumption (R) is satisfied. For \( \mathcal{F} \in (X_\alpha)^* \), let \((y,p) \in X\) solve the variational problem

\[
\mathcal{B}((y,p),(z,q)) = \mathcal{F}(z,q) \quad \text{for all } (z,q) \in X,
\]

and let \((y_h,p_h) \in X_h\) be the approximate solution, given by

\[
\mathcal{B}((y_h,p_h),(z,q)) = \mathcal{F}(z,q) \quad \text{for all } (z,q) \in X_h.
\]

Then there is a constant \( c \) independent of \( \alpha \) and \( h \) such that, for all \( \mathcal{F} \in (X_\alpha)^* \),

\[
\|y - y_h, p - p_h\|_{X_{\alpha},h} \leq c \|\mathcal{F}\|_{(X_\alpha)^*,h}, \quad \text{with} \quad \|\mathcal{F}\|_{(X_\alpha)^*,h} = \sup_{0 \neq (z,q) \in X_{\alpha}} \frac{\mathcal{F}(z,q)}{\|F\|_{X_{\alpha,h}}}. \tag{2.6}
\]

**Proof.** The proof of this estimate follows the classical line of arguments: Because of Theorem 2.1 we first estimate the discretization error in the \( X \)-norm by the approximation error (Cea’s lemma):

\[
\|(y - y_h, p - p_h)\|_X \leq c \inf_{(z_h,q_h) \in X_h} \|(y,p) - (z_h,q_h)\|_X.
\]

The approximation error can be estimated by the norm of \((y,p)\) in \( X + [hX_h] \), see Lemma 5.1 in the appendix, which can further be estimated by the norm of \( \mathcal{F} \) in \((X_\alpha)^*\), see Lemma 5.2 in the appendix. This results in the following estimate of the discretization error in the \( X \)-norm:

\[
\|(y - y_h, p - p_h)\|_X \leq c \|\mathcal{F}\|_{(X_\alpha)^*,h} \tag{2.6}
\]

for some constant \( c \) independent of \( \alpha \) and \( h \).

For the estimate in the weaker norm of \( X_\alpha \) we use the classical Aubin-Nitsche duality trick, as outlined for saddle point problems in [10]: Consider the dual problem

\[
\mathcal{B}((z,q),(w,s)) = \mathcal{F}^*(z,q) \quad \text{for all } (z,q) \in X
\]

for some right hand side \( \mathcal{F}^* \in (X_\alpha)^* \). Assumption (R) ensures that \((w,s) \in X_\alpha \). Then, using the Galerkin orthogonality, we have

\[
\mathcal{F}^*(y - y_h, p - p_h) = \mathcal{B}((y - y_h, p - p_h),(w - w_h, s - s_h)) \quad \text{for all } (w_h,s_h) \in X_h.
\]

Therefore, by using Theorem 2.1, it follows that

\[
\mathcal{F}^*(y - y_h, p - p_h) \leq c \|(y - y_h, p - p_h)\|_X \inf_{(w_h,s_h) \in X_h} \|(w - w_h, s - s_h)\|_X.
\]

Using Lemma 5.1 and Lemma 5.2, see the appendix, for the second factor we obtain:

\[
\mathcal{F}^*(y - y_h, p - p_h) \leq c \|(y - y_h, p - p_h)\|_X \|\mathcal{F}^*\|_{(X_\alpha)^*,h} \quad \text{for all } \mathcal{F}^* \in (X_\alpha)^*,
\]

which implies

\[
\|(y - y_h, p - p_h)\|_{X_{\alpha},h} = \sup_{0 \neq \mathcal{F}^* \in (X_\alpha)^*} \frac{\mathcal{F}^*(y - y_h, p - p_h)}{\|\mathcal{F}^*\|_{(X_\alpha)^*,h}} \leq c \|(y - y_h, p - p_h)\|_X,
\]

which, by using (2.6), completes the proof. \( \square \)
3. A multigrid method and the approximation property. Next we will discuss a multigrid method for solving (2.5). We assume that there is a hierarchy of increasingly finer subdivisions \( T_k \) of \( \Omega \) with mesh sizes \( h_k \) for each level \( k = 0, 1, \ldots, \), where \( T_{k+1} \) is obtained from \( T_k \) by some uniform refinement technique leading to \( h_{k+1} = h_k / 2 \) and nested finite element spaces of continuous and piecewise linear functions:

\[
V_k \times Q_k = X_k \subset X_{k+1} = V_{k+1} \times Q_{k+1}.
\]

The approximate solution \((y_k, p_k) \in X_k\) at level \( k \) is given by

\[
\mathcal{B}((y_k, p_k), (z, q)) = \mathcal{F}_k(z, q) \quad \text{for all } (z, q) \in X_k,
\]

for the right-hand side \( \mathcal{F}_k(z, q) = (y_d, z)_{L^2(\Omega)} \).

Let \((y_k^{(0)}, p_k^{(0)})\) be an approximation to \((y_k, p_k)\). Then one iteration step of the considered multigrid method proceeds in two stages:

1. Smoothing step: Perform \( m \) steps of a (simple) iterative procedure

\[
(y_k^{(0, j)}, p_k^{(0, j)}) = \mathcal{S}_k \left( (y_k^{(0, j-1)}, p_k^{(0, j-1)}), \mathcal{F}_k \right) \quad \text{for } j = 1, \ldots, m,
\]

starting from \((y_k^{(0, 0)}, p_k^{(0, 0)})\).

2. Coarse grid correction: Set

\[
\tilde{\mathcal{F}}_{k-1}(z, q) = \mathcal{F}(z, q) - \mathcal{B} \left( (y_k^{(0, m)}, p_k^{(0, m)}), (z, q) \right) \quad \text{for all } (z, q) \in X_{k-1}.
\]

Let \((\tilde{t}_{k-1}, \tilde{r}_{k-1}) \in V_{k-1} \times Q_{k-1}\) be the solution of

\[
\mathcal{B}(((t_{k-1}, r_{k-1}), (z, q)) = \tilde{\mathcal{F}}_{k-1}(z, q) \quad \text{for all } (z, q) \in X_{k-1}. \tag{3.1}
\]

If \( k - 1 = 0 \), compute the exact solution of (3.1) and set \((t_0, r_0) = (\tilde{t}_0, \tilde{r}_0)\). If \( k - 1 > 0 \), compute \((t_{k-1}, r_{k-1})\) by applying \( \gamma \) steps of the multigrid method applied to (3.1) with zero starting values.

Set the next iterate

\[
(y_k^{(1)}, p_k^{(1)}) = (y_k^{(0, m)}, p_k^{(0, m)}) + (t_{k-1}, r_{k-1}).
\]

The specification and properties of the iterative procedure in the smoothing step will be discussed in the next section.

In this section we concentrate on the coarse grid correction and consider first the case of a two-grid method \((k = 1)\). We closely follow the line of arguments in the pioneering paper [9] on multigrid methods for parameter dependent problems. However, the dependence on the parameter is different from the situation discussed in [9] and, therefore, requires a different treatment. This is, in particular, reflected by the special norms appearing in the regularity results, see Lemma 5.2 in the appendix.

An important part of the convergence analysis is the so-called approximation property, which relates the error before and after the coarse grid correction. We have:

THEOREM 3.1 (Approximation property). Suppose that Assumption (R) is satisfied. Then, for the two-grid method, there is a constant \( c \) independent of \( \alpha \) and the mesh size \( h_k \) such that:

\[
\left\| (y_k^{(1)}, p_k^{(1)}) - (y_k, p_k) \right\|_{0, k} \leq c \left\| (y_k^{(0, m)}, p_k^{(0, m)}) - (y_k, p_k) \right\|_{2, k}
\]
with the norms
\[ \|(z, q)\|_{0,k} = \|(z, q)\|_{X_-, h_k} \quad \text{and} \quad \|(w, s)\|_{2,k} = \sup_{0 \neq (z, q) \in X_k} \frac{B((w, s), (z, q))}{\|(z, q)\|_{0,k}}. \]

**Proof.** One easily sees that
\[ (y_k - y_k^{(1)}, p_k - p_k^{(1)}) = (t_k, r_k) - (t_{k-1}, r_{k-1}) \]
with \((t_k, r_k) = (y_k - y_k^{(0,m)}, p_k - p_k^{(0,m)}) \in X_k\) and \((t_{k-1}, r_{k-1}) \in X_{k-1}\), given by (3.1). Observe that
\[ B((t_{k-1}, r_{k-1}), (z, q)) = F(z, q) - B \left( (y_k^{(0,m)}, p_k^{(0,m)}), (z, q) \right) \]
\[ = B \left( (y_k, p_k) - (y_k^{(0,m)}, p_k^{(0,m)}), (z, q) \right) \]
\[ = B((t_k, r_k), (z, q)) \quad \text{for all} \quad (z, q) \in X_{k-1}. \]

For a given functional \( F^* \in (X_-)^* \), let \((w, s) \in X\) satisfy
\[ B((z, q), (w, s)) = F^*(z, q) \quad \text{for all} \quad (z, q) \in X, \]
let \((w_k, s_k) \in X_k\) satisfy
\[ B((z, q), (w_k, s_k)) = F^*(z, q) \quad \text{for all} \quad (z, q) \in X_k, \]
and let \((w_{k-1}, s_{k-1}) \in X_{k-1}\) satisfy
\[ B((z, q), (w_{k-1}, s_{k-1})) = F^*(z, q) \quad \text{for all} \quad (z, q) \in X_{k-1}. \]

Then
\[ F^*(t_k - t_{k-1}, r_k - r_{k-1}) = B((t_k, r_k) - (t_{k-1}, r_{k-1}), (w_k, s_k)) \]
\[ = B((t_k, r_k), (w_k, s_k) - (w_{k-1}, s_{k-1})). \]

Since
\[ B((t_{k-1}, r_{k-1}), (w_k, s_k)) = F^*(t_{k-1}, r_{k-1}) = B((t_{k-1}, r_{k-1}), (w_{k-1}, s_{k-1})) \]
\[ = B((t_k, r_k), (w_{k-1}, s_{k-1})) \]
by using (3.2). Hence
\[ F^*(t_k - t_{k-1}, r_k - r_{k-1}) \leq \|(t_k, r_k)\|_{2,k} \|(w_k, s_k) - (w_{k-1}, s_{k-1})\|_{0,k}. \]

By using the triangle inequality and Theorem 2.3 we obtain
\[ \|(w_k, s_k) - (w_{k-1}, s_{k-1})\|_{0,k} = \|(w_k, s_k) - (w_{k-1}, s_{k-1})\|_{X_-, h_k} \leq \|(w_k, s_k) - (w, s)\|_{X_-, h_k} + \|(w, s) - (w_{k-1}, s_{k-1})\|_{X_-, h_k} \leq \|(w_k, s_k) - (w, s)\|_{X_-, h_k} + \|(w, s) - (w_{k-1}, s_{k-1})\|_{X_-, h_{k-1}} \leq c \|F^*\|_{(X_-)^*, h_k} + \|F^*\|_{(X_-)^*, h_{k-1}} \leq c \|F^*\|_{(X_-)^*, h_k}. \]

This leads to
\[ F^*((t_k, r_k) - (t_{k-1}, r_{k-1})) \leq c \|(t_k, r_k)\|_{2,k} \|F^*\|_{(X_-)^*, h_k}. \]
Therefore,

\[ \| (t_k, r_k) - (t_{k-1}, r_{k-1}) \|_{0,k} = \| (t_k, r_k) - (t_{k-1}, r_{k-1}) \|_{X_h,k} = \sup_{0 \neq f \in (X_h)^*} \frac{\mathcal{F}^* ((t_k, r_k) - (t_{k-1}, r_{k-1}))}{\| \mathcal{F}^* \|_{(X_h)^*,h_k}} \leq c \| (t_k, r_k) \|_{2,k}, \]

which completes the proof. \( \square \)

4. The smoother and the smoothing property. Next we discuss the smoothing step in details, applied to a discrete problem of the form

\[ \mathcal{B} ((y_k, p_k), (z, q)) = \mathcal{F}_k (z, q) \quad \text{for all } (z, q) \in X_k \quad (4.1) \]

for a general right-hand side \( \mathcal{F}_k \in (X_k)^* \). For this it will be more convenient to use matrix-vector notation: We choose the standard nodal basis in \( V_k = Q_k \). Then, for any finite element function \( w \) from \( V_k = Q_k \) the vector \( w \in \mathbb{R}^{n_k} \) denotes the vector of coefficients relative to the nodal basis. Furthermore, we introduce the matrix representation of the bilinear form \( \mathcal{B} \) on \( V_k \times Q_k \) by

\[ \mathcal{B} ((w, s), (z, q)) = (M_k w, z)_{\mathcal{E}} + (K_k z, q)_{\mathcal{E}} + (K_k w, q)_{\mathcal{E}} - \alpha^{-1} (M_k z, q)_{\mathcal{E}} \]

and the vector representation of the linear form

\[ \mathcal{F}_k (z, q) = (f_k, z)_{\mathcal{E}} + (q_k, q)_{\mathcal{E}}, \]

where \( (., .)_{\mathcal{E}} \) denotes the Euclidean inner product. The matrices \( M_k \) and \( K_k \) are the mass matrix and the stiffness matrix representing the \( L^2 \)-inner product and the \( H^1 \)-inner product on \( V_k = Q_k \), respectively.

In matrix-vector notation the discrete problem (4.1) can be written as

\[ \mathcal{A}_k \begin{bmatrix} y_k \\ p_k \end{bmatrix} = \begin{bmatrix} f_k \\ q_k \end{bmatrix} \quad \text{with} \quad \mathcal{A}_k = \begin{bmatrix} M_k & K_k \\ K_k & -\alpha^{-1} M_k \end{bmatrix}. \]

As smoothing procedure we will use a preconditioned Richardson method:

\[ \begin{bmatrix} y_k^{(0,j)} \\ p_k^{(0,j)} \end{bmatrix} = \begin{bmatrix} y_k^{(0,j-1)} \\ p_k^{(0,j-1)} \end{bmatrix} - \mathcal{A}_k^{-1} \begin{bmatrix} f_k \\ q_k \end{bmatrix} - \mathcal{A}_k \begin{bmatrix} y_k^{(0,j-1)} \\ p_k^{(0,j-1)} \end{bmatrix}, \quad (4.2) \]

with a simple preconditioner \( \mathcal{A}_k \).

For constructing \( \mathcal{A}_k \) we follow the approach of transforming smoothers, see [27]. By applying a left and a right transformation to the system matrix \( \mathcal{A}_k \) we obtain the transformed system matrix

\[ \mathcal{A}'_k = \begin{bmatrix} 0 & I \\ -\alpha^{-1/2} I & 0 \end{bmatrix} \mathcal{A}_k \begin{bmatrix} I & 0 \\ 0 & \alpha^{1/2} I \end{bmatrix} = \begin{bmatrix} K_k & -\alpha^{-1/2} M_k \\ -\alpha^{-1/2} M_k & -K_k \end{bmatrix}. \quad (4.3) \]

For this transformed matrix we use a symmetric Uzawa preconditioner:

\[ \mathcal{A}'_k = \begin{bmatrix} K_k & -\alpha^{-1/2} M_k \\ -\alpha^{-1/2} M_k & \alpha^{-1} M_k K_k^{-1} M_k - \mathcal{S}_k \end{bmatrix}, \quad (4.4) \]
with positive definite matrices $\hat{K}_k$ and $\hat{S}_k$. By transforming back we finally obtain our preconditioner:

$$\hat{A}_k = \begin{bmatrix} 0 & \hat{I} \\ -\alpha^{-1/2} I & 0 \end{bmatrix}^{-1} \hat{A}'_k \begin{bmatrix} \hat{I} & 0 \\ 0 & \alpha^{1/2} I \end{bmatrix}^{-1} = \begin{bmatrix} M_k & \hat{S}_k - \alpha^{-1} M_k \hat{K}_k^{-1} M_k \\ \hat{K}_k & -\alpha^{-1} M_k \end{bmatrix}. \quad (4.5)$$

Performing one step of this iterative method requires first to calculate the residual:

$$\begin{bmatrix} \tilde{f}_k \\ \tilde{g}_k \end{bmatrix} = \begin{bmatrix} f_k \\ g_k \end{bmatrix} - \hat{A}_k \begin{bmatrix} y_k^{(0,j-1)} \\ p_k^{(0,j-1)} \end{bmatrix},$$

then to solve the linear system

$$\begin{bmatrix} M_k & \hat{S}_k - \alpha^{-1} M_k \hat{K}_k^{-1} M_k \\ \hat{K}_k & -\alpha^{-1} M_k \end{bmatrix} \begin{bmatrix} w_k \\ s_k \end{bmatrix} = \begin{bmatrix} \tilde{f}_k \\ \tilde{g}_k \end{bmatrix},$$

and, finally, compute the next iterate

$$\begin{bmatrix} y_k^{(0,j)} \\ p_k^{(0,j)} \end{bmatrix} = \begin{bmatrix} y_k^{(0,j-1)} \\ p_k^{(0,j-1)} \end{bmatrix} + \begin{bmatrix} w_k \\ s_k \end{bmatrix}.$$

The solution of the linear system for $w_k$ and $s_k$ from above is obtained by solving the following three linear systems successively:

$$\hat{K}_k \tilde{w}_k = \tilde{g}_k,$n$$

$$\hat{S}_k \tilde{s}_k = \tilde{f}_k - M_k \tilde{w}_k,$n$$

$$\hat{K}_k \tilde{w}_k = \tilde{g}_k + \alpha^{-1} M_k \tilde{s}_k.$n$$

In order to obtain a smoothing step with low computational costs we choose diagonal matrices for $\hat{K}_k$ and $\hat{S}_k$. In particular, we consider the choice

$$\hat{K}_k = \frac{1}{\sigma_k} \text{diag} \ K_k \quad (4.7)$$

and

$$\hat{S}_k = \frac{1}{\tau_k} \text{diag} \ S_k \quad \text{with} \quad S_k = K_k + \alpha^{-1} M_k \hat{K}_k^{-1} M_k \quad (4.8)$$

with appropriate relaxation parameters $\sigma_k > 0$ and $\tau_k > 0$.

The total computational costs for one step of this smoothing iteration is dominated by the 6 matrix-vector multiplications for the computation of the residuals and the right-hand sides in (4.6).

We have

**Theorem 4.1** (Smoothing property). Assume that there are constants $\sigma > 0$ and $\tau > 0$ independent of the mesh size $h_k$ and $\alpha$ such that the relaxation factors in (4.7) and (4.8) satisfy the conditions

$$\sigma \leq \sigma_k \leq \frac{1}{\lambda_{\text{max}} (\text{diag} \ K_k)^{-1} K_k) \quad \text{and} \quad \tau \leq \tau_k \leq \frac{1}{\lambda_{\text{max}} (\text{diag} \ S_k)^{-1} S_k)}.$n$$

(4.9)
Then, for the preconditioned Richardson method (4.2) with preconditioner (4.5), there is a constant $c$ independent of $h_k$ and $\alpha$ such that

$$
\| (y_k^{0,m}, p_k^{0,m}) - (y_k, p_k) \|_{2,k} \leq c \left( 1 + \alpha^{-1/2} h_k^2 \right) \eta_0(m) \| (y_k^{0,0}, p_k^{0,0}) - (y_k, p_k) \|_{0,k}
$$

with

$$
\eta_0(m) = \frac{1}{2^{m-1}} \left( \frac{m-1}{[m/2]} \right) \leq \frac{\sqrt{2}}{\pi (m-1)} \quad \text{for even } m,
$$

$$
\frac{\sqrt{2}}{\pi m} \quad \text{for odd } m.
$$

Here $\binom{m}{n}$ denotes the binomial coefficient and $[x]$ denotes the largest integer smaller than or equal to $x$.

Proof. In the proof the following standard notations are used: $M \geq N$ iff $M - N$ is positive semi-definite, for symmetric matrices $M$ and $N$. For a symmetric and positive definite matrix $P$, the norms $\|v\|_P$ and $\|M\|_P$ of a vector $v$ and a matrix $M$ are given by

$$
\|v\|_P = \sqrt{(Pv, v)_2} \quad \text{and} \quad \|M\|_P = \sup_{v \neq 0} \frac{\|Mv\|_P}{\|v\|_P}.
$$

With these notations we can rewrite the mesh-dependent norms introduced in the previous section using matrix-vector notation:

$$
\| (z, q) \|_{0,k}^2 = \| (z, q) \|_{X_h, h_k}^2 = (1 + \alpha^{1/2} h_k^{-2}) \left( \| z \|_{L^2(\Omega)}^2 + \alpha^{-1} \| q \|_{L^2(\Omega)}^2 \right)
$$

$$
= (1 + \alpha^{1/2} h_k^{-2}) \left( \| M_k z \|_{L^2(\Omega)}^2 + \alpha^{-1} \| M_k q \|_{L^2(\Omega)}^2 \right)
$$

$$
= \left( \mathcal{L}_{k} \left[ \begin{array}{c} z \\ q \end{array} \right] \right)_{2} = \left\| \left[ \begin{array}{c} z \\ q \end{array} \right] \right\|_{\mathcal{L}_{k}}^2
$$

with

$$
\mathcal{L}_{k} = (1 + \alpha^{1/2} h_k^{-2}) \left[ \begin{array}{cc} M_k & 0 \\ 0 & \alpha^{-1} M_k \end{array} \right]
$$

and

$$
\| (w, s) \|_{2,k}^2 = \sup_{0 \neq (z, q) \in X_k} \frac{\mathcal{B}((w, s), (z, q))^2}{\| (z, q) \|_{X_h, h_k}^2} = \sup_{0 \neq \frac{z}{q} \in \mathbb{R}^n} \left( \mathcal{A}_{k} \left[ \begin{array}{c} w \\ \frac{z}{q} \end{array} \right] \right)^2_{2}
$$

$$
= \left( \mathcal{L}_{k}^{-1} \mathcal{A}_{k} \left[ \begin{array}{c} w \\ \frac{z}{q} \end{array} \right] \right)_{2} = \left\| \mathcal{A}_{k} \left[ \begin{array}{c} w \\ \frac{z}{q} \end{array} \right] \right\|_{\mathcal{L}_{k}^{-1}}^2 = \left\| \mathcal{L}_{k}^{-1} \mathcal{A}_{k} \left[ \begin{array}{c} w \\ \frac{z}{q} \end{array} \right] \right\|_{\mathcal{L}_{k}}^2.
$$

Moreover, we have the following relation between the error $(y_k^{0,m}, p_k^{0,m}) - (y_k, p_k)$ after $m$ steps and the initial error $(y_k^{0,0}, p_k^{0,0}) - (y_k, p_k)$ in matrix-vector notation:

$$
\begin{bmatrix}
\frac{y_k^{0,m} - y_k}{h_k} \\
\frac{p_k^{0,m} - p_k}{h_k}
\end{bmatrix} = (\mathcal{M}_{k})^m \begin{bmatrix}
\frac{y_k^{0,0} - y_k}{h_k} \\
\frac{p_k^{0,0} - p_k}{h_k}
\end{bmatrix}
$$
with the error propagation matrix
\[ M_k = I - \hat{A}_k^{-1} A_k. \]

Then the property to be shown reads:
\[ \| \mathcal{L}_k^{-1} A_k (M_k)^m \|_{\mathcal{L}_k} \leq c \left( 1 + \alpha^{-1/2} h_k^2 \right) \eta_0(m) \| \xi_k \|_{\mathcal{L}_k} \]
for all initial errors \( \xi_k = (y_k^{(0)} - y_k, p_k^{(0)} - P_k)^T \), i.e.:
\[ \| \mathcal{L}_k^{-1} A_k (M_k)^m \|_{\mathcal{L}_k} \leq c \left( 1 + \alpha^{-1/2} h_k^2 \right) \eta_0(m). \]

It is straightforward to show
\[ \| \xi_k \|_{\mathcal{L}_k} = (1 + \alpha^{1/2} h_k^{-2})^{1/2} \| \xi'_k \|_{\mathcal{L}'_k} \]
and
\[ \| \mathcal{L}_k^{-1} A_k (M_k)^m \|_{\mathcal{L}_k} = \frac{\alpha^{1/2}}{1 + \alpha^{1/2} h_k^{-2}} \left\| (L'_k)^{-1} A'_k (M'_k)^m \right\|_{\mathcal{L}'_k} \]
with the transformed matrices \( A'_k \) and \( \hat{A}_k' \), see (4.3) and (4.4), and
\[ \xi'_k = \begin{bmatrix} I & 0 \\ 0 & \alpha^{-1/2} I \end{bmatrix} \xi_k, \quad M'_k = I - (\hat{A}_k')^{-1} A'_k, \quad \text{and} \quad L'_k = \begin{bmatrix} M_k & 0 \\ 0 & M_k \end{bmatrix}. \]

Therefore,
\[ \| \mathcal{L}_k^{-1} A_k (M_k)^m \|_{\mathcal{L}_k} = \frac{\alpha^{1/2}}{1 + \alpha^{1/2} h_k^{-2}} \left\| (L'_k)^{-1} A'_k (M'_k)^m \right\|_{\mathcal{L}'_k}. \]

The scaling parameters \( \sigma_k \) and \( \tau_k \) are uniformly bounded from below and ensure that
\[ \hat{K}_k \geq K_k \quad \text{and} \quad \hat{S}_k \geq S_k. \]

Then we know from [24] that:
\[ \left\| (L'_k)^{-1} A'_k (M'_k)^m \right\|_{\mathcal{L}'_k} \leq \eta_0(m) \left\| (L'_k)^{-1} Q'_k \right\|_{\mathcal{L}'_k} \]
with
\[ \eta_0(m) = \frac{1}{2^{m-1}} \left( \frac{m-1}{m/2} \right) \quad \text{and} \quad Q'_k = \begin{bmatrix} \hat{K}_k - K_k & 0 \\ 0 & \hat{S}_k - S_k \end{bmatrix}. \]

One easily sees that
\[ \left\| (L'_k)^{-1} Q'_k \right\|_{\mathcal{L}'_k} = \max \left( \lambda_{\max} \left( M_k^{-1} (\hat{K}_k - K_k) \right), \lambda_{\max} \left( M_k^{-1} (\hat{S}_k - S_k) \right) \right). \]

By a simple scaling argument, one easily shows that
\[ \lambda_{\max} \left( M_k^{-1} (\hat{K}_k - K_k) \right) \leq \lambda_{\max} \left( M_k^{-1} \hat{K}_k \right) \leq \frac{1}{\sigma} \lambda_{\max} \left( M_k^{-1} \text{diag } K_k \right) \leq c h_k^{-2} \]
and
\[
\lambda_{\text{max}} \left( M_k^{-1} (S_k - S_k) \right) \leq \lambda_{\text{max}} \left( M_k^{-1} \hat{S}_k \right) \leq \frac{1}{\tau} \lambda_{\text{max}} (M_k^{-1} \text{diag } S_k) \\
\leq c \left( h_k^{-2} + \alpha^{-1} h_k^2 \right)
\]
for some constant \( c \) independent of \( k \) and \( \alpha \). Therefore, we obtain
\[
\| L_k^{-1} A_k (M_k)^m \|_{L_k} = \frac{\alpha^{1/2}}{1 + \alpha^{1/2} h_k^{-2}} \left\| \left( L_k^{-1} \right)^{-1} A'_k (M'_k)^m \right\|_{L_k} \\
\leq c \frac{\alpha^{1/2} (h_k^{-2} + \alpha^{-1} h_k^2)}{1 + \alpha^{1/2} h_k^{-2}} \eta_0(m) \leq c \left( 1 + \alpha^{-1/2} h_k^2 \right) \eta_0(m),
\]
which completes the proof. \( \square \)

Remark 1. For \( \sigma_k = 1/\text{nnz}(K_k) \) and \( \tau_k = 1/\text{nnz}(S_k) \) the condition (4.9) in Theorem 4.1 is certainly satisfied. Here \( \text{nnz}(M) \) denotes the maximum number of non-zero entries per row for the matrix \( M \). In general, this parameter choice is too conservative. For the actual computation of these parameters in the numerical experiments we refer to the forthcoming section.

By combining approximation property and smoothing property we immediately obtain the main result of this paper:

**Theorem 4.2** (Two-grid convergence). Under the assumptions of Theorem 3.1 and Theorem 4.1 there is a constant \( c > 0 \) independent of the mesh size \( h_k \) and \( \alpha \) such that
\[
\| (y_k^{(1)}, p_k^{(1)}) - (y_k, p_k) \|_{0,k} \leq c \frac{1 + \alpha^{-1/2} h_k^2}{\sqrt{m}} \| (y_k^{(0)}, p_k^{(0)}) - (y_k, p_k) \|_{0,k}.
\]

So, for fixed \( \alpha \) and sufficiently many smoothing steps \( m \) the two-grid method converges with a convergence rate independent of \( h_k \). If we assume that \( \alpha \) is not too small compared to \( h_k \), more precisely, if there is a constant \( c \) independent of \( h_k \) and \( \alpha \) such that \( \alpha \geq c h_k^2 \), then the convergence rate is also independent of \( \alpha \).

Remark 2. Similar to the estimates in the proof of Theorem 4.1 one can additionally show that
\[
\| (y_k^{(0,m)}, p_k^{(0,m)}) - (y_k, p_k) \|_{0,k} \leq c \left( 1 + \alpha^{-1/2} h_k^2 \right) \| (y_k^{(0)}, p_k^{(0)}) - (y_k, p_k) \|_{0,k}
\]
for some constant \( c \) independent of \( h_k \) and \( \alpha \). Then, by a standard perturbation argument, the analogous properties as above follow for the convergence of the multigrid method with \( \gamma \geq 2 \), in particular, for the choice \( \gamma = 2 \), the so-called W-cycle.

Remark 3. In \([23]\) an extra relaxation parameter \( \omega \in (0, 2) \) was introduced for the smoother:
\[
\begin{bmatrix}
y_k^{(0,j)} \\
p_k^{(0,j)}
\end{bmatrix} = \begin{bmatrix}
y_k^{(0,j-1)} \\
p_k^{(0,j-1)}
\end{bmatrix} - \omega \hat{A}_k^{-1} \left( \begin{bmatrix}
f_k \\
g_k
\end{bmatrix} - \mathcal{A}_k \begin{bmatrix}
y_k^{(0,j-1)} \\
p_k^{(0,j-1)}
\end{bmatrix} \right)
\]
with \( \hat{A}_k \) given by (4.5). For this smoother the same convergence properties can be shown as in the original case (\( \omega = 1 \)), based on the results from \([13]\). Motivated by a local mode analysis the choice \( \omega = 1.6 \) was proposed, see \([23]\) for details.
Remark 4. If we keep (4.7) but choose
\[ \hat{S}_k = \hat{K}_k + \alpha^{-1} M_k \hat{K}^{-1} M_k \]
instead of (4.8) for the smoothing iteration, it easily follows by analogous arguments that the convergence rate of the multigrid method is robust with respect to \( k \) and \( \alpha \) without any restriction. This smoothing iteration can be seen as a preconditioned Richardson method (4.2) with preconditioner
\[ \hat{A}_k = \begin{bmatrix} M_k & \hat{K}_k \\ \hat{K}_k & -\alpha^{-1} M_k \end{bmatrix}. \]
It additionally requires in each step to solve a linear system with the well-conditioned, symmetric, and positive definite matrix \( \hat{S}_k \), which can be done by applying a few steps of a conjugate gradient method.

5. Numerical experiments. Next we present some numerical experiments for the domain \( \Omega = (0,1)^2 \). The initial mesh at grid level \( k = 0 \) consists of 2 triangles by connecting the points (0,0) and (1,1). Without loss of generality we choose homogeneous data \( y_d = 0 \), the exact solution is then given by \( y_k = 0 \) and \( p_k = 0 \).

In all tests we used (4.10) for the smoothing step with \( \omega = 1.6 \) as suggested in [23]. The relaxation parameters in (4.7) and (4.8) were chosen in the following way: For grid levels \( k \leq 6 \) we used \( \sigma_k = \lambda_k^{-1} \) and \( \tau_k = \mu_k^{-1} \), where \( \lambda_k \) and \( \mu_k \) denote the approximations to the largest eigenvalues of the eigenvalue problems \( K_k v_k = \lambda_k (\text{diag} K_k) v_k \) and \( S_k v_k = \mu_k (\text{diag} S_k) v_k \), respectively, obtained by the power method.

For all grid level \( k > 6 \) the same parameters as for \( k = 6 \) were used.

The starting values \( y_k^{(0)} \) and \( p_k^{(0)} \) were chosen randomly. The accuracy of an approximation was measured by the \( L^{-1} \)-norm of its residual, which coincides with the \( \| \cdot \|_{2,k} \)-norm of the error. In the actual computation of the \( L^{-1} \)-norm the mass matrix appearing in \( L_k \) was replaced by \( h_k^2 I \). The multigrid iteration was performed until this modified norm of the residual was reduced by a factor \( \varepsilon = 10^{-10} \).

Table 5.1 shows, for each grid level \( k \) and the parameter \( \alpha = 1 \), the total number \( N \) of unknowns and the number of iterations depending on the number \( m \) of smoothing steps, written in the format \( m = m_{\text{pre}} + m_{\text{post}} \) for \( m_{\text{pre}} \) and \( m_{\text{post}} \) pre- and post-smoothing steps, respectively.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( N )</th>
<th>( \alpha )</th>
<th>smoothing steps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1+1</td>
</tr>
<tr>
<td>4</td>
<td>578</td>
<td>1</td>
<td>22</td>
</tr>
<tr>
<td>6</td>
<td>8 450</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>132 098</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>2 101 250</td>
<td>1</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 5.2 shows the same information as Table 5.1, however for \( \alpha \) decreasing by a factor of 1/16 from one level to the next. So \( \alpha \) varies from 1 to roughly \( 6 \cdot 10^{-8} \). Observe that \( h \) is decreasing by a factor 1/2 at the same time. So this corresponds to a relation \( \alpha = \mathcal{O}(h_k^4) \).
Table 5.2
Number of W-cycle iterations for $\alpha = ch^4_k$

<table>
<thead>
<tr>
<th>$k$</th>
<th>$N$</th>
<th>$\alpha$</th>
<th>smoothing steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>578</td>
<td>$1+1$</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>8450</td>
<td>$2^{-8}$</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>132098</td>
<td>$2^{-16}$</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>2101250</td>
<td>$2^{-24}$</td>
<td>9</td>
</tr>
</tbody>
</table>

The most efficient performance in terms of computing time were observed for 1 pre- and 1 post-smoothing steps. On a desktop pc with an Intel Pentium D cpu (3.20 GHz) the computing time for $k = 10$ was roughly 3 seconds per multigrid iteration step.

As expected from Theorem 4.2, Table 5.1 shows that, for fixed parameter $\alpha$, the convergence rates are independent of the level $k$ and the rates improve with an increasing number of smoothing steps. Table 5.2 confirms the results contained in Theorem 4.2 about the robustness with respect to $\alpha$, if $\alpha \geq ch^4_k$.

Remark 5. The presented multigrid convergence analysis covers only the W-cycle. Numerical experiments showed that the V-cycle (i.e., the choice $\gamma = 1$ in the multigrid algorithm, see Section 3) also works with about the same number of iterates. The best performance was again observed for 1 pre- and 1 post-smoothing steps with a computing time of roughly 2 seconds per multigrid iteration step for $k = 10$.

Appendix. For $F \in (X_-)^*$, let $(y, p) \in X$ be the solution of the variational problem

$$B((y, p), (z, q)) = F(z, q) \quad \text{for all } (z, q) \in X. \quad (5.1)$$

We first introduce the concept of algebraic sum of Hilbert spaces:

**Notation 2.** Let $H$, $H_1$, $H_2$ be Hilbert spaces with $H_1 \subset H$ and $H_2 \subset H$. Then we introduce the algebraic sum $H_1 + H_2$ as the Hilbert space of elements from the set $\{h_1 + h_2 : h_1 \in H_1, h_2 \in H_2\}$ equipped with the norm

$$\|h\|_{H_1 + H_2} = \inf_{h = h_1 + h_2, h_1 \in H_1, h_2 \in H_2} \left(\|h_1\|^2_{H_1} + \|h_2\|^2_{H_2}\right)^{1/2}.$$  

With this notation we have the following estimate for the approximation error:

**Lemma 5.1.** Assume that $(y, p) \in X_+$ and that the subdivision $T_h$ is shape-regular. Then there is a constant $c$ independent of $\alpha$ and $h$ such that

$$\inf_{(z_h, q_h) \in X_h} \| (y, p) - (z_h, q_h) \|_X \leq c \|(y, p)\|_{X + [h, X_+]}.$$  

**Proof.** Let $y = y_1 + y_2$ and $p = p_1 + p_2$ with $y_1, p_1 \in H^1(\Omega)$ and $y_2, p_2 \in H^2(\Omega)$. Then

$$\inf_{(z_h, q_h) \in X_h} \| (y, p) - (z_h, q_h) \|_X \leq \|(y_1, p_1)\|_X + \inf_{(z_h, q_h) \in X_h} \| (y_2, p_2) - (z_h, q_h) \|_X$$

$$\leq \sqrt{2} \left( \|(y_1, p_1)\|_X + \inf_{(z_h, q_h) \in X_h} \| (y_2, p_2) - (z_h, q_h) \|_X \right)^{1/2}.$$  

By standard interpolation arguments, it easily follows for the second term:

\[
\inf_{(z_h,q_h)\in X_h} \|y_2 - (z_h,q_h)\|_X^2
= \inf_{(z_h,q_h)\in X_h} \left( \|y_2 - z_h\|_{L^2(\Omega)}^2 + \alpha^{1/2} \|y_2 - z_h\|_{H^1(\Omega)}^2 \right.
+ \alpha^{-1} \|p_2 - q_h\|_{L^2(\Omega)}^2 + \alpha^{-1/2} \|p_2 - q_h\|_{H^1(\Omega)}^2 \left. \right)
\leq c h^2 \left( \|y_2\|_{H^2(\Omega)}^2 + \alpha^{1/2} \|y_2\|_{H^2(\Omega)}^2 + \alpha^{-1} \|p_2\|_{H^1(\Omega)}^2 + \alpha^{-1/2} \|p_2\|_{H^2(\Omega)}^2 \right)
= c h^2 \|(y_2,p_2)\|_{X_+}^2
\]

for some constant \(c\) independent of \(\alpha\) and \(h\). By taking the infimum over all \(y_1,p_1 \in H^1(\Omega), y_2,p_2 \in H^2(\Omega)\) the estimate immediately follows. \(\square\)

We continue by estimating the \(X + [hX_+]-\text{norm of the exact solution} (y,p)\) in terms of the right-hand side \(F\).

**Lemma 5.2.** Suppose that Assumption (R) is satisfied. Then the solution \((y,p)\) to the variational problem (5.1) lies in \(X_+\) and there is a constant \(c\) independent of \(\alpha\) and \(h\) such that

\[
\|(y,p)\|_{X+[hX_+]} \leq c \|F\|_{(X_+)^*}.\]

**Proof.** Since the norm in \(X_+\) is a scaled \(L^2\)-norm, the linear functional \(F \in (X_+)^*\) has the form

\[
F(z,q) = (f,z)_{L^2(\Omega)} + (g,q)_{L^2(\Omega)} \quad \text{for some} \ f, g \in L^2(\Omega).
\]

Therefore, \((y,p) = (y_f,p_f) + (y_g,p_g)\) with

\[
B((y_f,p_f),(z,q)) = (f,z)_{L^2(\Omega)} \quad \text{and} \quad B((y_g,p_g),(z,q)) = (g,q)_{L^2(\Omega)}
\]

for all \((z,q) \in X\).

As in the proof of Theorem 2.2 we obtain

\[
\|(y_f,p_f)\|_X \leq c \|f\|_{L^2(\Omega)} \quad \text{and} \quad \|(y_f,p_f)\|_{X_+} \leq c \alpha^{-1/4} \|f\|_{L^2(\Omega)}.
\]

Therefore,

\[
\|(y_f,p_f)\|_{X+[hX_+]} \leq \min \left( \|(y_f,p_f)\|_X, \|(y_f,p_f)\|_{hX_+} \right)
\leq c \min \left(1, \alpha^{-1/4} h\right) \|f\|_{L^2(\Omega)} \leq \sqrt{2} c (1 + \alpha^{1/2} h^{-2})^{-1/2} \|f\|_{L^2(\Omega)},
\]

using the simple inequality

\[
\min(a,b) \leq \left( \frac{a^{-2} + b^{-2}}{2} \right)^{-1/2}
\]

for positive real numbers \(a, b\). With

\[
\|f\|_{L^2(\Omega)} = \sup_{0 \neq z \in L^2(\Omega)} \frac{(f,z)_{L^2(\Omega)}}{\|z\|_{L^2(\Omega)}} = (1 + \alpha^{1/2} h^{-2})^{1/2} \sup_{0 \neq z \in V_+} \frac{(f,z)_{L^2(\Omega)}}{\|z\|_{V_+,h}}
\]
we obtain
\[ \| (y_f, p_f) \|_{X + [\lambda, X^*], h} \leq \sqrt{2} c \sup_{\lambda \not\in \mathcal{V}_-} \frac{(f, z)_{L^2(\Omega)}}{\| z \|_{V_- h}} = \sqrt{2} c \| \mathcal{F}_f \|_{(X^*), h} \]

with \( \mathcal{F}_f (z, q) = (f, z)_{L^2(\Omega)} \). Analogously, it follows that

\[ \| (y_g, p_g) \|_{X + [\lambda, X^*], h} \leq \sqrt{2} c \| \mathcal{F}_g \|_{(X^*), h} \]

with \( \mathcal{F}_g (z, q) = (g, q)_{L^2(\Omega)} \). Therefore, by the triangle inequality

\[ \| (y, p) \|_{X + [\lambda, X^*], h} \leq \sqrt{2} c \left( \| \mathcal{F}_f \|_{(X^*), h} + \| \mathcal{F}_g \|_{(X^*), h} \right) \]

\[ \leq 2 c \left( \| \mathcal{F}_f \|_{(X^*), h}^2 + \| \mathcal{F}_g \|_{(X^*), h}^2 \right)^{1/2} \].

Since

\[ \| \mathcal{F} \|_{(X^*), h}^2 = \| \mathcal{F}_f \|_{(X^*), h}^2 + \| \mathcal{F}_g \|_{(X^*), h}^2, \]

the proof is completed. □
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