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Abstract

Solving the Signorini Problem on the Basis of Domain Decomposition Techniques. The finite element discretization of the Signorini Problem leads to a large scale constrained minimization problem. To improve the convergence rate of the projection method preconditioning must be developed. To be effective, the relative condition number of the system matrix with respect to the preconditioning matrix has to be small, and the applications of the preconditioner as well as the projection onto the set of feasible elements have to be fast computable. In this paper, we show how to construct and analyze such preconditioners on the basis of domain decomposition techniques. The numerical results obtained for the Signorini problem as well as for plane elasticity problems confirm the theoretical analysis quite well.
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1 Introduction

The contact problem is an important problem in computational mechanics. An elastic body is deformed due to volume and surface forces, but the body should not penetrate a given, rigid obstacle. This leads to unilateral boundary conditions, called contact conditions. We refer to [28], [7], [23], [22], [17] for mathematical modeling and analysis.

In this paper we are interested in fast numerical algorithms for solving the finite dimensional constrained minimization problem arising from the finite element discretization of the Signorini problem or elastic contact problem [5], [8], [22], [10], [9], [17]. There are classical iterative methods like point projection methods and point over-relaxation methods [8]. These methods suffer from slow convergence rates on fine meshes. Multigrid methods have been successfully applied to obstacle problems with inequality constraints in the whole domain by [15], [25], [19], [20]. Domain decomposition methods for variational inequalities have been investigated in [31], [18], [1]. But these domain decomposition methods differ from our method based on domain decomposition preconditioners. Boundary element methods have also been applied for contact problems in [27], [16], [30].

For the sake of simplicity, we will consider the Signorini Problem for the Poisson equation to develop and analyze the algorithms, but we also provide numerical results for the contact problem in elasticity.

For the Signorini problem, the unknown function $u$ is restricted from below on the Signorini part $\Gamma_C$ of the boundary $\Gamma = \partial \Omega$. In the classical form, the Signorini problem reads as follows:

$$
-\Delta u = f \quad \text{in } \Omega,
$$

$$
u = 0 \quad \text{on } \Gamma_D,$n

$$
\frac{\partial u}{\partial n} = 0 \quad \text{on } \Gamma_N,$n

$$
u \geq g, \quad \frac{\partial u}{\partial n} \geq 0, \quad \frac{\partial u}{\partial n} (u-g) = 0 \quad \text{on } \Gamma_C.
$$

The domain $\Omega$ is supposed to be bounded in $\mathbb{R}^d$, $d = 2$ or $3$ with a Lipschitz-continuous boundary $\partial \Omega = \Gamma_D \cup \Gamma_N \cup \Gamma_C$ such that $\text{meas}(\Gamma_D) \neq 0$ and $\text{meas}(\Gamma_C) \neq 0$.

The finite element discretization of the weak form of (1) leads to the finite dimensional Constrained Minimization Problem (CMP)

$$
\text{Find } u \in K : \quad J(u) = \inf_{v \in K} J(v), \quad \text{with } \quad J(v) := \frac{1}{2} v^T A v - f^T v,
$$

or to the equivalent variational inequality

$$
\text{Find } u \in K : \quad u^T A (v-u) \geq f^T (v-u) \quad \forall v \in K.
$$

The mesh size is denoted by $h$, the total number of unknowns is $N$, the number of unknowns on $\Gamma_C$ is $N_C$. The solution $u$, the symmetric and positive definite (spd) system matrix $A$
and the right-hand side vector $f$ are split into contact boundary components ($C$) and inner plus Neumann boundary components ($I$), i.e.

$$u = \begin{pmatrix} u_C \\ u_I \end{pmatrix}, \quad A = \begin{pmatrix} A_C & A_{CI} \\ A_{IC} & A_I \end{pmatrix}, \quad f = \begin{pmatrix} f_C \\ f_I \end{pmatrix}. \quad (4)$$

The convex set of feasible functions $K \subset V := \mathbb{R}^N$ is defined by

$$K = \{ v \in V : v_C \geq g_C \}, \quad (5)$$

where $v_C \geq g_C$ is meant component-wise.

To solve the finite dimensional constrained minimization problem, the projection method is applied. This method is not very popular in practice, because its convergence rate is very slow on fine meshes, unless good preconditioning is applied. The goal of this paper is to present preconditioning techniques satisfying the following properties:

- The relative condition number of $A$ with respect to $C$ is small,
- the operation $C^{-1} \times v$ is fast executable,
- the projection $P$ with respect to the $C$ energy norm onto $K$ is fast computable,

with the spd preconditioning matrix $C$. Multi-level preconditioners as well as domain decomposition (DD) preconditioners have been developed for satisfying the first two requirements quite well. The basic concept of Dirichlet DD is the approximative decoupling of the global FE space into inner and extended boundary subspaces. The projection involves only the boundary subspace. To implement this projection, the dual problem is introduced. This enables us to use well-known boundary preconditioners. To avoid two cascaded iterations until convergence, we analyze also the truncated version by means of the Bramble-Pasciak transformation, introduced in [3]. If the underlying components are optimal and a uniformly refined mesh is used, then the complexity is of optimal order for the two as well as three dimensional case. We will combine our algorithms also with nested and adaptive concepts and study the behavior by means of numerical examples.

The rest of the paper is organized as follows. The projection algorithm and its approximative version are presented in Section 2. Convergence in the energy norm is proved. The concepts of additive DD preconditioning is shortly repeated in Section 3. In Section 4, both concepts are combined to develop an optimal preconditioner for the projection algorithm. The truncated variant is analyzed in Section 5. Finally, numerical results are presented in Section 6.

## 2 The Projection Method

The finite dimensional CMP (2) can be solved by the projection method which reads as:
Algorithm 1 (Projection Method)

Choose an arbitrary initial guess $u^1 \in K$.
For $k = 1, 2, \ldots$ do
\[ u^{k+1} = P \left( u^k + \tau C^{-1} \left( f - Au^k \right) \right). \]

In Algorithm 1, $C$ is the symmetric and positive definite (spd) preconditioning matrix. We assume the spectral equivalence inequalities
\[ \underline{\alpha} C \leq A \leq \overline{\alpha} C \] (6)
in the sense of Euclidean inner product, with the positive spectral equivalence constants $\underline{\alpha}$ and $\overline{\alpha}$. In general, these bounds depend on the mesh parameter $h$. If they are independent of $h$ and the operation $C^{-1} \times v$ is fast executable (i.e. via $O(N)$ arithmetical operations), then we call the preconditioner $C$ asymptotically optimal. Asymptotically optimal preconditioners can be constructed by multi-level techniques as well as by multi-level - DD techniques, see Section 3.

We assume, that the real, positive relaxation parameter $\tau$ is chosen such that $\tau \leq 1/\overline{\alpha}$. The operator $P$ is the projection onto $K$ with respect to the energy norm induced by the spd preconditioning matrix $C$:
\[ P : w \in V \rightarrow P(w) \in K : \quad \| P(w) - w \|_C \leq \| v - w \|_C, \forall v \in K. \] (7)

It is straightforward to show that $u^k$ converges to its limit $u$ in $C$-energy norm with convergence factor $1 - \tau \underline{\alpha}$ (see, e.g., [9]). A convergence rate estimation in $A$-energy norm is necessary for the composite algorithm in Section 5. However, it was not available from the literature. It could not be shown that $u^k$ converges monotonically to $u$ in $A$-norm, but the main theorem of this section provides a monotone decay of the quadratic functional $J$, and it estimates the convergence rate $\rho$.

For our application, the exact projection $P$ is too expensive to compute, and so it is replaced by an approximative projection $\hat{P}$. This leads us to the approximative projection method:

Algorithm 2 (Approximative Projection Method)

Choose an arbitrary $u^1 \in K$.
For $k = 1, 2, \ldots$ do
\[ \hat{u}^k = u^k + \tau C^{-1} \left( f - Au^k \right), \]
\[ u^{k+1} = \hat{P}(\hat{u}^k). \]

The following theorem estimates the convergence rate of the approximative projection method, which also includes the exact projection method with $\rho_P = 0$. 4
Theorem 1 (Energy convergence rate estimate)

Let $u^k$ be the sequence generated by Algorithm 2. The relaxation parameter $\tau$ is chosen in the interval $(0, 1/\pi]$. The approximative projection $\tilde{P}$ fulfills

$$
\|\tilde{P}(\tilde{u}^k) - \tilde{u}^k\|_C^2 \leq \rho_P \|u^k - \tilde{u}^k\|_C^2 + (1 - \rho_P) \|P(\tilde{u}^k) - \tilde{u}^k\|_C^2,
$$

with $\rho_P \in [0, 1)$. Then the estimate

$$
J(u^{k+1}) \leq \rho J(u^k) + (1 - \rho) J(u)
$$

holds for every $k \in \mathbb{N}$ with the convergence rate

$$
\rho = 1 - \frac{\tau}{2} (1 - \rho_P).
$$

The error in $A$-energy norm is bounded by

$$
\|u - u^k\|_A^2 \leq 2 \rho^{k-1} \left(J(u^1) - J(u)\right).
$$

Proof: First, we reduce the approximative projection to the case of an exact projection. We use $\tau^{-1} C - A \geq 0$, the definition of $\tilde{u}^k$ and (8) to obtain

$$
J(u^{k+1}) \leq J(u^{k+1}) + \frac{1}{2} \|u^{k+1} - u^k\|_{C-A}^2
$$

$$
= \frac{1}{2\tau} \|u^{k+1} - \tilde{u}^k\|_C^2 - \frac{1}{2\tau} \|u^k - \tilde{u}^k\|_C^2 + J(u^k)
$$

$$
\leq \frac{1}{2\tau} \left(\rho_P \|u^k - \tilde{u}^k\|_C^2 + (1 - \rho_P) \|P(\tilde{u}^k) - \tilde{u}^k\|_C^2\right) - \frac{1}{2\tau} \|u^k - \tilde{u}^k\|_C^2 + J(u^k)
$$

$$
= (1 - \rho_P) \left[\frac{1}{2\tau} \|P(\tilde{u}^k) - \tilde{u}^k\|_C^2 - \frac{1}{2\tau} \|u^k - \tilde{u}^k\|_C^2 + J(u^k)\right] + \rho_P J(u^k).
$$

Due to the convexity of $K$, there holds

$$
\|P(\tilde{u}^k) - \tilde{u}^k\|_C \leq \|P_{[u, u^k]}(\tilde{u}^k) - \tilde{u}^k\|_C,
$$

with the projection $P_{[u, u^k]}(\tilde{u}^k)$ onto the straight line $[u, u^k]$. This reduces the problem to the plane spanned by $(u, u^k, \tilde{u})$. From the sketch below the next estimates are obvious:
\[
\|P_{[u,u^k]}(\hat{u}^k) - \hat{u}^k\|_C^2 - \|u^k - \hat{u}^k\|_C^2 \\
= (P_{[u,u^k]}(\hat{u}^k) - \hat{u}^k, P_{[u,u^k]}(\hat{u}^k) - u^k)_C - (\hat{u}^k - u^k, P_{[u,u^k]}(\hat{u}^k) - u^k)_C \\
\leq - (\hat{u}^k - u^k, P_{[u,u^k]}(\hat{u}^k) - u^k)_C \\
= - \max \left\{ 0, \min \left\{ (\hat{u}^k - u^k, u - u^k)_C, \frac{(\hat{u}^k - u^k, u - u^k)_C}{\|u - u^k\|_C^2} \right\} \right\}. \tag{13}
\]

Using the definition of \(\hat{u}^k\), the variational specification (3) of the solution \(u\) and the spectral bound \(\omega\), we get
\[
(\hat{u}^k - u^k, u - u^k)_C = \tau (f - Au^k)^T (u - u^k) \\
= \tau (f - Au)^T (u - u^k) + \tau \|u - u^k\|_A^2 \\
\geq \tau \omega \|u - u^k\|_C^2. \tag{14}
\]

Combining (12), (13), (14) and using \(\tau \omega \leq 1\), we get
\[
\|P(\hat{u}^k) - \hat{u}^k\|_C^2 - \|u^k - \hat{u}^k\|_C^2 \\
\leq - \max \left\{ 0, \min \left\{ (\hat{u}^k - u^k, u - u^k)_C, \tau \omega (\hat{u}^k - u^k, u - u^k)_C \right\} \right\} \\
= - \tau \omega (\hat{u}^k - u^k, u - u^k)_C.
\]

Now, using the last inequality, we continue to estimate the energy functional \(J(u^{k+1})\):
\[
J(u^{k+1}) \leq (1 - \rho_P) \left[ \frac{\omega}{2} (\hat{u}^k - u^k, u - u^k)_C + J(u^k) \right] + \rho_P J(u^k) \\
= (1 - \rho_P) \left[ \frac{\tau \omega}{2} (f - Au^k)^T (u - u^k) + J(u^k) \right] + \rho_P J(u^k) \\
= (1 - \rho_P) \left[ \left( 1 - \frac{\tau \omega}{2} \right) J(u^k) + \frac{\tau \omega}{2} J(u) \right] - \frac{\tau \omega}{4} \|u - u^k\|_A^2 + \rho_P J(u^k) \\
\leq \left[ 1 - \frac{\tau \omega}{2} (1 - \rho_P) \right] J(u^k) + \frac{\tau \omega}{2} (1 - \rho_P) J(u) \\
= \rho J(u^k) + (1 - \rho) J(u).
\]

We use this result to estimate the error in \(A\)-energy norm by
\[
\|u - u^k\|_A^2 = 2 \left( J(u^k) - J(u) - (Au - f)^T (u^k - u) \right) \\
\leq 2 \left( J(u^k) - J(u) \right) \leq 2 \rho^{k-1} (J(u^1) - J(u)). \tag{15}
\]

For practical computation we need a computable estimate for the iteration error. We get the same error estimator as for iterative methods for linear systems.
Corollary 1
The sequence $u^k$ is generated by Algorithm 1 or by Algorithm 2. Then the iteration error is bounded by
\[
\|u - u^{k+1}\|_A^2 \leq \frac{\rho}{1 - \rho}(u^{k+1} - u^k)^T (2f - Au^k - Au^{k+1}),
\]
with $\rho$ from (10).

Proof: From (15), we get
\[
\|u - u^k\|_A^2 \leq 2(J(u^k) - J(u)),
\]
and by Theorem 1, we have
\[
(1 - \rho)(J(u^{k+1}) - J(u)) \leq \rho(J(u^k) - J(u^{k+1}))
= \frac{\rho}{2}(u^{k+1} - u^k)^T (2f - Au^k - Au^{k+1}),
\]
that completes the proof.

3 Domain Decomposition Preconditioning

In this section we present the approximative additive domain decomposition (DD) preconditioner introduced in [13]. The domain decomposition strategy provides us with a splitting of the FE-space $V$ into inner ($V_I$) and extended coupling boundary ($\tilde{V}_C$) subspaces, which is useful for parallel computing. In our application the coupling boundary is replaced by the contact boundary. By combination with multi-level techniques we gain asymptotically optimal preconditioners.

We recall the splitting of $V$ into the boundary subspace $V_C$ and inner subspace $V_I$ given in (4). These two subspaces are far away from being orthogonal with respect to energy norm. To get an idea about orthogonality we have to go back to the Sobolev space $H^1(\Omega)$. The two subspaces $H^1_0(\Omega)$ and the space of the harmonic functions are orthogonal with respect to the $H^1$-half norm. The space $V_I$ is an approximation to $H^1_0(\Omega)$. To approximate the harmonic subspace one takes
\[
\tilde{V}_C := \{Ev_C : v_C \in V_C\},
\]
where $E = (I_C, E^T_I)^T$ is a computable operator which approximates the discrete harmonic extension of a given boundary function. $E$ is bounded by $c_E$ in the sense of
\[
\|Ev_C\|_A \leq c_E \inf_{w_C = v_C} \|w\|_A = c_E \|v_C\|_{S_C}
\]
with the Boundary-Schur-Complement $S_C = A_C - A_CI_AV_C^{-1}A_I$. 7
Note, the best extension operator \((c_E = 1)\) would be the solution of the Dirichlet problem with given boundary values \(v_C\). But we need a fast executable extension operator with small constant \(c_E\).

On both sub-spaces \(V_I\) and \(\tilde{V}_C\) we need spd preconditioners \(C_I\) and \(C_C\), respectively, for which we assume the spectral inequalities

\[ \underline{\omega} C_c \leq E^T A E \leq \overline{\omega} C_c \quad \text{and} \quad \underline{\omega} I_c \leq A_I \leq \overline{\omega} I_c. \]

Because \(E^T A E\) is spectrally equivalent (with constants 1 and \(c_E^2\)) to the Schur complement \(S_C\), we call \(C_C\) Schur complement preconditioner.

Using these components, we can define the approximative additive domain decomposition preconditioner by

\[
C^{-1} = \begin{pmatrix} I_C & 0 \\ E_I & I_I \end{pmatrix} \begin{pmatrix} C_C^{-1} & 0 \\ 0 & C_{T}^{-1} \end{pmatrix} \begin{pmatrix} I_C & E_{T}^T \\ 0 & I_I \end{pmatrix},
\]

for which the spectral inequalities

\[ \underline{\omega} C \leq A \leq \overline{\omega} C \]

hold with the constants

\[
\underline{\omega} = \left(1 - \sqrt{1 - c_E^2}\right) \min\{\omega_C, \omega_I\} \quad \text{and} \quad \overline{\omega} = \left(1 + \sqrt{1 - c_E^2}\right) \max\{\overline{\omega}_C, \overline{\omega}_I\}.
\]

If the components \(E, C_I\) and \(C_C\) are asymptotically optimal, then the preconditioner \(C\) is as well. For the inner preconditioner a symmetric multigrid preconditioner [2], [21] may be used. For 2D, the transformation to the hierarchical basis [34] gives simple Schur complement preconditioners [13], [29] and extension operators [14], which are optimal up to logarithmic factors. Optimal components for 2D and 3D are constructed by multi-level techniques [4], see [32] for the Schur complement preconditioner and [26] for the extension operator. In [11] additional smoothing improves the extension constant \(c_E\).

All these components have optimal arithmetic complexity, i.e. the operations \(E, E^T\) and \(C_{T}^{-1}\) need \(O(N)\) operations, while the application of \(C_C^{-1}\) needs \(O(N_C)\) operations only. The precise analysis of the overall operator \(C\) is given in [13], [6]. In [12] it is shown, how a symmetric multiplicative Schwarz preconditioner fits into the framework of additive Schwarz preconditioners.

### 4 The Projection Method with DD Preconditioning

In this section we will apply the DD preconditioner for the projection method. The first two requirements, namely condition numbers independent of \(h\) and fast execution of the preconditioning operation are fulfilled for this preconditioner. To construct the projection we use the basis transformation matrix

\[
T = \begin{pmatrix} I_C & 0 \\ E_I & I_I \end{pmatrix}
\]

(18)
and express the solution $u$ by $u = T \hat{u}$. Therefore, $\hat{u}$ is the solution of the CMP

$$
\inf_{\hat{v} \in \mathcal{K}} J(\hat{v})
$$

with $\mathcal{K} = T^{-1} \mathcal{K}$ and

$$
\hat{J}(\hat{v}) = J(T \hat{v}) = \frac{1}{2} \hat{v}^T \bar{A}^T \bar{A} \hat{v} - \frac{1}{2} \hat{v}^T \bar{f}. 
$$

If $C$ is a preconditioner for $A$, then also $\hat{C} = T^T C T$ is one for $\hat{A}$ with the same bounds. For the DD-preconditioner (17), the transformed $\hat{C}$ has the block diagonal structure

$$
\hat{C} = \left( \begin{array}{cc}
C_C & 0 \\
0 & C_I
\end{array} \right).
$$

Because $v_I$ can be chosen arbitrarily in a linear space, the set $\mathcal{K}$ reduces to $K$:

$$
\mathcal{K} = T^{-1} \mathcal{K} = \left\{ \left( \begin{array}{c} I_C \\
-E_I \\
I_I
\end{array} \right) \left( \begin{array}{c} \nu_C \\
v_C \\
v_I
\end{array} \right) : \nu_C \geq g \right\} = K.
$$

Now, we apply the projection method to the transformed system:

$$
\hat{u}^{k+1} = \hat{P} \left( \hat{u}^k + \tau \hat{C}^{-1} \left( \hat{J} - \hat{A} \hat{u}^k \right) \right).
$$

Using the original quantities $A$, $u$ and $f$ this iteration can be rewritten as

$$
u^{k+1} = T \hat{P} \left[ T^{-1} \nu^k + \tau \hat{C}^{-1} T^T \left( \nu^k - f \right) \right] = T \hat{P} \nu^k. \tag{19}
$$

The projection involves only boundary components, which are decoupled from the inner components by the inner product induced by $\hat{C}$. Therefore it can be applied just on the boundary, the inner components stay unchanged. Applying the projection means to solve the problem

Find $u_C \geq g_C : \quad \| u_C - \hat{u}^k_C \|_{C_C} = \inf_{\nu_C \geq g_C} \| \nu_C - \hat{u}^k_C \|_{C_C}^2. \tag{20}$

This CMP can be solved by the projection method with Euclidean inner product and pointwise projection

$$
u^{k,i+1}_C = P \left( \nu^{k,i}_C + \tau C_C \left( \nu^{k,i}_C - u^{k,i}_C \right) \right). \tag{21}
$$

In DD, we need a fast implementation of the action $C_C^{-1} v$. That is ensured by the multilevel Schur complement preconditioner mentioned above. However, for this choice, the operation $C_C v$ cannot be performed explicitly. By dualizing the boundary CMP (20) we get the operator $C_C$ into the computable direction. We rewrite the Kuhn Tucker conditions for the CMP, and arrive at the equivalent complementary problem [8]

$$
C_C u_C + p = C_C \hat{u}^k_C, \quad u_C \geq g, \quad p \leq 0, \quad p^T (u_C - g) = 0.
$$
After defining \( v := u_C - g \) and exchanging primal and dual variables one can write
\[
C_C^{-1} (-p) + (-v) = g - \tilde{u}^k,
\]
\[
(-p) \geq 0, \quad (-v) \leq 0, \quad v^T p = 0.
\]
Now this complementary problem can be rewritten as a CMP in the dual variables as
\[
\min_{q \preceq 0} \frac{1}{2} q^T C_C^{-1} q - q^T (g - \tilde{u}^k).
\]
(22)

After calculating \( p \) by the projection method, one gets \( u_C \) by \( u_C = \tilde{u}^k C_C^{-1} p \). Now we can state the whole algorithm developed so far:

**Algorithm 3 (Inner-outer projection algorithm)**

\[
\begin{align*}
\quad & u^0 = 0 \\
\text{for } k = 0, 1, 2, \ldots \\
\quad & u^k = C_C^{-1} (f - Av^k) \\
\quad & \tilde{u}^k = u^k + \tau u^k \\
\quad & p^0 = 0 \\
\text{for } i = 0, 1, 2, \ldots \\
\quad & p^{i+1} = P \left( \frac{p^i + \tau_2 \left( g - \tilde{u}^k C_C^{-1} p^i \right) }{2} \right) \\
\quad & u^{k+1} = \tilde{u}^{k+1} - EC_C^{-1} p^\infty
\end{align*}
\]

The computational effort is \( n_o c_o + n_o n_i c_i \), with the iteration numbers \( n_o \) and \( n_i \) for outer and inner iterations and the costs per iteration step \( c_o \) and \( c_i \), respectively. The number of outer iterations \( n_o \) is optimal \( O(1) \), \( n_i \) is \( O(\kappa(C_C)) \), which is \( O(h^{-1}) \) for two as well as three dimensional problems. The costs in the outer iteration are optimal \( O(N) \), and the costs per inner iteration are \( O(N_c) \). The drawback of Algorithm 3 is the inner iteration, which has to be performed until some convergence criterion is fulfilled. To overcome this disadvantage we look for a better initial value \( p^0 \) and perform just a fixed number of iterations. We will analyze this truncated version in the next section by means of the Augmented Lagrangian formulation.

## 5 Augmented Lagrangian Formulation

The dualization of the large CMP (2) gives
\[
\min_{q \in \mathbb{R}^{N_C}} \frac{1}{2} q^T I_C^T A^{-1} I_C q - q^T I_C^T \left( A^{-1} f + I_C g \right),
\]
(23)

where \( I_C \) is the injection of \( \mathbb{R}^{N_C} \) into \( \mathbb{R}^N \). This functional and its derivative are not fast computable, because both need the inverse of \( A \). Using the Augmented Lagrangian
technique, we can change it into something computable. Indeed, adding some convex function in \(v\) and \(q\) the minimum of which in \(v\) equals 0 for every fixed \(q\), we obtain the CMP

\[
\inf_{v \in \mathbb{R}^N, q \leq 0} \frac{1}{2} \|Av + ICq - f\|_{C^{-1}A^{-1}}^2 + \frac{1}{2} q^T I_C^T A^{-1} ICq - q^T I_C^T \left( A^{-1} f + ICq \right),
\]

where \(C\) is some properly scaled spd preconditioner for \(A\) such that \(C^{-1} - A^{-1}\) is spd as well, i.e. \(C < A\). The CMP (24) is obviously equivalent to (23), and it can be handled easier than (23), as we will see later on.

5.1 The Bramble Pasciak Transformation

Let us consider now the symmetric, but indefinite system

\[
\begin{pmatrix} A & IC \\ I_C^T & 0 \end{pmatrix} \begin{pmatrix} u \\ p \end{pmatrix} = \begin{pmatrix} f \\ g \end{pmatrix},
\]

arising, e.g., from the weak formulation of the Dirichlet boundary conditions as equality constraints to the energy functional (see, e.g., [9]). In [3], it is shown how to change (25) into an spd system provided that some preconditioner \(C\) for \(A\) is available such that

\[
0 < A - C \leq \alpha A
\]

holds with some \(\alpha \in (0, 1)\). \(C\) may be one of the DD preconditioners (see Section 3) with a proper scaling factor. Multiplying (25) from the left by the matrices

\[
\begin{pmatrix} A - C & 0 \\ 0 & I \end{pmatrix} \begin{pmatrix} I & 0 \\ I_C^T & -I \end{pmatrix} \begin{pmatrix} C^{-1} & 0 \\ 0 & I \end{pmatrix},
\]

we arrive at the spd system

\[
A U = F
\]

with

\[
A = \begin{pmatrix} AC^{-1}A - A & (AC^{-1} - I)IC \\ I_C^T (C^{-1}A - I) & I_C^T C^{-1}IC \end{pmatrix},
\]

\(U = \begin{pmatrix} u \\ p \end{pmatrix}\), \(F = \begin{pmatrix} (AC^{-1} - I) f \\ I_C^T C^{-1} f - g \end{pmatrix}\).

In [3], the third multiplication is not applied explicitly. However, it is hidden in the inner product. The main result in [3] was the proof of the spectral equivalence of \(A\) to the block diagonal matrix

\[
\begin{pmatrix} A - C & 0 \\ I_C^T A^{-1} I_C \end{pmatrix},
\]

with the spectral equivalence constants

\[
\underline{\alpha} = \left(1 + \alpha/2 + \sqrt{\alpha + \alpha^2/4}\right)^{-1} \quad \text{and} \quad \overline{\alpha} = (1 + \sqrt{\alpha})/(1 - \alpha).
\]
If we replace the Schur complement $\mathcal{I}_p^T A^{-1} \mathcal{I}_C$ by the Schur complement $\mathcal{I}_p^T C^{-1} \mathcal{I}_C$, then we get some additional factors into the spectral equivalence constants. The following theorem provides a direct estimation:

**Theorem 2**
Let $C$ be a preconditioner to $A$ fulfilling (26). Then the block diagonal matrix

$$C = \begin{pmatrix} \frac{1}{1-\alpha} (A - C) & 0 \\ \mathcal{I}_p^T C^{-1} \mathcal{I}_C \end{pmatrix}$$  \hspace{1cm} (30)

is spectrally equivalent to the block matrix $\mathcal{A}$, defined in (29), with spectral equivalence constants

$$\alpha = 1 - \sqrt{\alpha} \quad \text{and} \quad \bar{\alpha} = 1 + \sqrt{\alpha}. \hspace{1cm} (31)$$

**Proof:** First we show that the inequality

$$(A - C)C^{-1} A \leq \frac{1}{1-\alpha} (A - C)$$  \hspace{1cm} (32)

is valid. Indeed, because the matrices involved are spd, the spectral radius $\rho(C^{-1}A)$ is equal to the Rayleigh quotient. Therefore, we can write:

$$\max_{u \in \mathbb{R}^N, u \neq 0} \frac{(A - C)C^{-1}Au, u}{u, u} = \max_{u \in \mathbb{R}^N, u \neq 0} \frac{(C^{-1}Au, u)A-C}{(u, u)A-C} = \rho(C^{-1}A) = \frac{\max_{u \in \mathbb{R}^N, u \neq 0} (Au, u)}{\max_{u \in \mathbb{R}^N, u \neq 0} (Cu, u)} = \frac{(Au, u)}{(Au, u) - ((A - C)u, u)} \leq \frac{1}{1-\alpha}$$

The last estimate follows directly from (26). Further, we will use below the inequality

$$2(u, v) \leq \varepsilon \|u\|^2 + \varepsilon^{-1} \|v\|^2, \quad \forall \varepsilon > 0, \hspace{1cm} (33)$$

which is a consequence of the Cauchy-Schwarz inequality and Young’s inequality $2ab \leq \varepsilon a^2 + \varepsilon^{-1} b^2 \quad \forall a, b \in \mathbb{R}, \forall \varepsilon > 0$.

Let us now derive the upper bound $\bar{\alpha}$ in the spectral equivalence inequalities. Using inequalities (32) and (33), we can now estimate

$$(Au, U) = \begin{array}{ll}
(A - C)C^{-1}Au, u + 2((A - C)u, \mathcal{I}_{cp})c^{-1} + (C^{-1}\mathcal{I}_{cp}, \mathcal{I}_{cp}) \\
\leq (A - C)C^{-1}Au, u + \varepsilon^{-1} \|A - C\|_2^2 + \varepsilon \|\mathcal{I}_{cp}\|_2^2 + (C^{-1}\mathcal{I}_{cp}, \mathcal{I}_{cp}) \\
= (A - C)C^{-1}Au, u + \varepsilon^{-1}((A - C)C^{-1}(A - C)u, u) + (1 + \varepsilon) (C^{-1}\mathcal{I}_{cp}, \mathcal{I}_{cp}) \\
= (1 + \varepsilon^{-1}) (A - C)C^{-1}Au, u - \varepsilon^{-1}((A - C)u, u) + (1 + \varepsilon) (C^{-1}\mathcal{I}_{cp}, \mathcal{I}_{cp}) \\
\leq [(1 + \varepsilon^{-1})(1 - \alpha)^{-1} - \varepsilon^{-1}] (A - C)u, u + (1 + \varepsilon) (C^{-1}\mathcal{I}_{cp}, \mathcal{I}_{cp}) \\
= [(1 + \varepsilon^{-1})(1 - \alpha)^{-1} - \varepsilon^{-1}] (1 - \alpha) \left( \frac{1}{1-\alpha} (A - C)u, u \right) + (1 + \varepsilon) (C^{-1}\mathcal{I}_{cp}, \mathcal{I}_{cp}).
\end{array} \hspace{1cm} (34)$$
Now we choose \( \varepsilon = \sqrt{\alpha} \) as the positive solution of the equation
\[
\left[ (1 + \varepsilon^{-1})(1 - \alpha)^{-1} - \varepsilon^{-1} \right] (1 - \alpha) = (1 + \varepsilon),
\]
that proves the upper bound \( 1 + \sqrt{\alpha} \).

For the lower bound, we use again the inequalities (33) and (32) with \( \varepsilon \in (0, 1) \) in advance:
\[
(\mathbf{A} \mathbf{U}, \mathbf{U}) \geq \left( (A - C)C^{-1}\mathbf{A} u, u \right) - \varepsilon^{-1}((A - C)C^{-1}(A - C)u, u) + (1 - \varepsilon)(C^{-1}\mathbf{I}_{CP}, \mathbf{I}_{CP}) = (1 - \varepsilon^{-1})((A - C)C^{-1}\mathbf{A} u, u) + \varepsilon^{-1}((A - C)u, u) + (1 - \varepsilon)(C^{-1}\mathbf{I}_{CP}, \mathbf{I}_{CP}) \geq \left[ (1 - \varepsilon^{-1})(1 - \alpha)^{-1} + \varepsilon^{-1} \right] (1 - \alpha) \left( \frac{1}{1 - \alpha}(A - C)u, u \right) + (1 - \varepsilon)(C^{-1}\mathbf{I}_{CP}, \mathbf{I}_{CP}).
\]

Note that we have used the fact \( 1 - \varepsilon^{-1} < 0 \) for \( \varepsilon \in (0, 1) \). Indeed, we find that \( \varepsilon = \sqrt{\alpha} \in (0, 1) \) is again the positive solution of the equilibration equation
\[
\left[ (1 - \varepsilon^{-1})(1 - \alpha)^{-1} + \varepsilon^{-1} \right] (1 - \alpha) = (1 - \varepsilon).
\]

Therefore, we obtain the left-hand side of the spectral equivalence inequalities:
\[
(\mathbf{A} \mathbf{U}, \mathbf{U}) \geq (1 - \sqrt{\alpha}) (\mathbf{C} \mathbf{U}, \mathbf{U}).
\]

Let us finally reformulate Theorem 2 for an unscaled preconditioner \( \mathbf{C} \) satisfying the usual spectral equivalence inequalities
\[
\gamma \mathbf{C} < \mathbf{A} \leq \eta \mathbf{C},
\]
with positive spectral equivalence constants \( \gamma < \lambda_{\min}^{-1}(\mathbf{C}^{-1}\mathbf{A}) \) and \( \eta \geq \lambda_{\max}^{-1}(\mathbf{C}^{-1}\mathbf{A}) \). Then the rescaled preconditioner \( \tilde{\mathbf{C}} = \gamma \mathbf{C} \) obviously fulfills (26) with \( \alpha = 1 - \gamma / \eta \). Now Theorem 2 immediately shows that the block matrix
\[
\mathbf{A} = \begin{pmatrix} \gamma^{-1}\mathbf{A}\mathbf{C}^{-1}\mathbf{A} - \mathbf{A} & (\gamma^{-1}\mathbf{A}\mathbf{C}^{-1} - \mathbf{I})\mathbf{I}_{C} \\ \mathbf{I}_{C}^{T}(\gamma^{-1}\mathbf{C}^{-1}\mathbf{A} - \mathbf{I}) & \gamma^{-1}\mathbf{I}_{C}^{T}\mathbf{C}^{-1}\mathbf{I}_{C} \end{pmatrix}
\]
(34)
is spectrally equivalent to the preconditioner
\[
\mathbf{C} = \begin{pmatrix} \eta / \gamma (\mathbf{A} - \gamma \mathbf{C}) & 0 \\ 0 & \gamma^{-1}\mathbf{I}_{C}^{T}\mathbf{C}^{-1}\mathbf{I}_{C} \end{pmatrix}
\]
(35)
with the spectral equivalence constants
\[
\alpha = 1 - \sqrt{1 - \gamma / \eta} \quad \text{and} \quad \overline{\alpha} = 1 + \sqrt{1 - \gamma / \eta}.
\]
(36)

Note that \( \overline{\alpha} \leq 2 \) and \( \alpha > 0.5 \gamma / \eta \). Therefore, the relative condition number \( \kappa(\mathbf{C}^{-1}\mathbf{A}) := \lambda_{\max}(\mathbf{C}^{-1}\mathbf{A}) / \lambda_{\min}(\mathbf{C}^{-1}\mathbf{A}) \) of the block system is less than four times as worse as the relative condition number \( \kappa(\mathbf{C}^{-1}\mathbf{A}) \) of \( \mathbf{A} \) and \( \mathbf{C} \), i.e. \( \kappa(\mathbf{C}^{-1}\mathbf{A}) \leq 4 \kappa(\mathbf{C}^{-1}\mathbf{A}) \). The upper bound 2 for \( \overline{\alpha} \) provides a simple choice of the relaxation parameter needed in the Richardson iteration.
Lemma 1
The Schur complement $I_C^T C^{-1} I_C$ of the DD - preconditioner (17) is exactly $C_C^{-1}$.

Proof: By multiplication.

5.2 The Approximative Augmented Projection Algorithm

The matrix of the quadratic term of the functional (24) with an unscaled preconditioner $C$ is exactly the matrix $A$ in (34). The vector of the linear term is

$$\mathcal{F} = \begin{pmatrix} \gamma^{-1} A C^{-1} - I & f \\ \gamma^{-1} I_C^T C^{-1} f - g \end{pmatrix}. \quad (37)$$

One can try to use the projection algorithm with inner product (35). We apply one preconditioned Richardson step for the linear system $A\tilde{U} = \mathcal{F}$, i.e.

$$\tilde{U}^k = U^k + \tau C^{-1} [\mathcal{F} - A\tilde{U}].$$

With the notations

$$w_u^k = C^{-1} (f - A p^k - I C p^k),$$
$$w_p^k = I_C w_u^k - \gamma (g - I_C^T u^k),$$

the Richardson step simplifies to

$$\begin{pmatrix} \tilde{u}^k \\ \tilde{p}^k \end{pmatrix} = \begin{pmatrix} u^k \\ p^k \end{pmatrix} + \tau \begin{pmatrix} w_u^k \\ C_C w_p^k \end{pmatrix}.$$  

The restrictions involve only the dual component $p$ and the inner product matrix $C$ decouples the primal and the dual components, therefore the projection involves only the dual component:

Find $p^{k+1}_{ex} \leq 0 : \quad \| p^{k+1}_{ex} - \tilde{p}^k \|_{C_C^{-1}}^2 = \inf_{q \leq 0} \| q - \tilde{p}^k \|_{C_C^{-1}}^2.$

By Theorem 1, it is enough to have an approximative projection fulfilling

$$\| p^{k+1} - \tilde{p}^k \|_{C_C^{-1}}^2 \leq \rho p \| p^k - \tilde{p}^k \|_{C_C^{-1}}^2 + (1 - \rho p) \| p^{k+1}_{ex} - \tilde{p}^k \|_{C_C^{-1}}^2. \quad (38)$$

The approximative projection is implemented by applying $n$ steps of the projection algorithm with Euclidean inner product:

$$q^0 = p^k$$
$$q^{i+1} = P \left( q^i + \tau_2 C_C^{-1} (\tilde{p}^k - q^i) \right)$$
$$\tilde{p}^{k+1} = q^n.$$
It is easily seen, that there is no need to compute $C_C w^k_p$ explicitly. The condition number of the Schur complement preconditioning operation $C_C^{-1}$ is $O(h^{-1})$. By applying Theorem 1 to the inner iteration, we get the estimate

$$||p^{k+1} - p^k||_{C_C^{-1}}^2 \leq \rho_k ||p^k - p^k||_{C_C^{-1}}^2 + (1 - \rho_k) ||p^{k+1} - \tilde{p}^k||_{C_C^{-1}}^2$$

with the convergence rate $\rho_k = 1 - ch$. The choice $n \geq (ch)^{-1}$ ensures inequality (38) with the $h$-independent constant $\rho_F \leq e^{-1}$. Theorem 1 proves $h$-independent convergence rate of the algorithm, which is summarized below.

**Algorithm 4 (Approximative Augmented Projection Method)**

\begin{verbatim}
u^0 = g, p^0 = 0
for k = 0, 1, 2, ...
d^k = f - Au^k - \mathcal{I}_C p^k
u^k = C^{-1}d^k
w^k = \mathcal{I}_C^T u^k - \gamma (g_c - \mathcal{I}_C^T u^k)
for i = 0 to n - 1
    p^{k+i+1} = P \left( p^{k+i} + \tau_2 \left( C_C^{-1} p^k + \tau u^k_p - C_C^{-1} p^k \right) \right)
    u^{k+1} = u^k + \tau \gamma^{-1} w^k
\end{verbatim}

To apply the algorithm, we have to choose some parameters, namely $\gamma$ and $\gamma$ as close as possible fulfilling the spectral equivalence inequalities $\gamma C \leq A \leq \gamma C$, $\gamma$ is calculated via $\gamma = \left(1 + \sqrt{1-\gamma/\gamma} \right)^{-1}$, $\gamma$ is set as large as possible such that $\gamma C^{-1} \leq I$, and $n$ is proportional to the condition number of $C_C$, e.g. $n = 2^{\text{Multigridlevels}}$.

The iteration error can be estimated by Corollary 1, which leads us after some simple calculations to

$$||u - u^k||_A^2 + ||p - p^k||_{C_C^{-1}}^2 \leq c \left[ (u^k_n, d^k_n)_{\mathbb{R}^N} + (p^{k+1} - p^k, u^k_p)_{\mathbb{R}^N} \right],$$

with a constant $c$ only depending on $\rho$ and the spectral equivalence constants of the preconditioner $C$.

The complexity of Algorithm 4 is $O(n_o c_o + n_o n_c c_i)$. The costs per iteration step $c_o$ and $c_i$ are of optimal order, this means $O(N)$ and $O(N_C)$, respectively. The number of inner iterations $n_i$ is $O(h^{-1})$ for the two dimensional as well as three dimensional case. The number of outer iterations $n_o$ is fixed for a given error $\varepsilon$ with $0 < \varepsilon < 1$. This gives the complexity $O((N + h^{-1}N_C)\ln \varepsilon^{-1})$. On a regular refined mesh we have $N_C = O(hN)$ and therefore the complexity reduces to the optimal term $O(N \ln \varepsilon^{-1})$.

### 5.3 The multiplicative version

Algorithm 4 is an approximative additive Schwarz method with respect to the splitting

$$V_1 = \emptyset \times \mathbb{R}^{N_C}, \quad V_2 = \mathbb{R}^N \times \emptyset.$$
It is well known for linear problems that the multiplicative method converges approxi-
mately twice as fast as its additive counterpart [24]. Table 2 below shows a similar behavior
for the Signorini problem.

With the approximative Projection \( \tilde{P} \) the multiplicative method is given by
\[
\tilde{p}^k = p^k + (0 \ I) C^{-1} \left[ F - A \left( u^k \right) \right],
\]
\[
p^{k+1} = \tilde{P}(\tilde{p}^k),
\]
\[
\hat{u}^{k+1} = u^k + (I \ 0) C^{-1} \left[ F - A \left( u^k \right) \right].
\]

Because \( A \leq C \) holds on both subspaces \( V_1 \) and \( V_2 \), the relaxation parameters could be set
to 1. We see that the update for \( \hat{p}^{k+1} \) is equal to the update given by the additive version.
The difference between \( \hat{u}^{k+1} \) and \( u_{ASM}^{k+1} \) calculated by one additive step from \( u^k \) and \( p^k \) can
be expressed by
\[
\hat{u}^{k+1} - u_{ASM}^{k+1} = (I \ 0) C^{-1} A \left( \begin{array}{c} 0 \\ p^k - p^{k+1} \end{array} \right) = \frac{1}{\gamma} EC^{-1}_C (p^{k+1} - p^k). \tag{40}
\]

Now we can state the multiplicative algorithm, which is very similar to the inner-outer
projection algorithm (Algorithm 3), but the inner iteration is now finite:

**Algorithm 5 (Approximative Multiplicative Augmented Projection Method)**

\[
\begin{align*}
\hat{u}^0 &= g, \hat{p}^0 = 0 \\
&\text{for } k = 0, 1, 2, \\
&\quad \hat{d}^k_u = f - A u^k - T_C p^k \\
&\quad \hat{w}^k_u = C^{-1} \hat{d}^k_u \\
&\quad \hat{w}^k_p = T^*_C w^k_u - \gamma (g_C - T^*_C u^k) \\
&\quad \text{for } i = 0 \text{ to } n - 1 \\
&\quad \hat{p}^{k+i+1}_n = P \left( \hat{p}^{k+i} + \gamma_2 \left( \frac{1}{\gamma} p^k + \hat{w}^k_p - C^{-1}_C \hat{w}^{k+i}_u \right) \right) \\
&\quad \hat{u}^{k+1} = \hat{u}^k + \gamma^{-1} \left( \hat{w}^k_u + E C^{-1}_C (p^k - p^{k+1}) \right)
\end{align*}
\]

**6 Numerical Results**

To give a numerical verification of the theory, the algorithms above have been implemented
and have been applied to equation (1) with \( \Omega = (0, 1)^2 \), \( \Gamma_D = [0, 1] \times \{1\}, \Gamma_N = \{0, 1\} \times \{0\}, \Gamma_C = \{0, 1\} \times \{0\}, \) with source term \( f = -1 \) and restriction \( g = \chi_{[0.25,0.75]}(x_1) \).

The numerical examples have been carried out within the C++ finite element code
FE++ on a Sun Ultra 1 with 170 MHz. We used a sequence of hierarchically refined
triangular meshes for FE discretization. The level 5 mesh is drawn in Figure 1.
As preconditioner $C$, a symmetric, multiplicative DD preconditioner with a V-2-2 multi-grid cycle, a multi-level extension with 2 smoothing steps and a boundary multi-level preconditioner for the Schur complement has been used. The spectral equivalence constants $\gamma$ and $\overline{\gamma}$ as well as the eigenvalue bounds $\gamma_C$ and $\overline{\gamma}_C$ for the matrix $C^{-1}$ have been calculated by the Lanczos method and are given in Table 1. Based on these calculations we have chosen a priori the bounds $\gamma = 0.65$, $\overline{\gamma} = 2.2$, $\gamma_2 = 2^{-\text{level}}$ and $n = 2^{\text{level}}$.

We applied Algorithms 4 and 5 to reduce the squared error according to the estimator (39) by a factor of $10^{-8}$. The iteration numbers and the CPU times are shown in Table 2. The iteration numbers are bounded by a constant, and the CPU times grow proportional to the number of unknowns.

In our example, the FE solution $u_h$ fulfills the restrictions of the continuous problem. Therefore, the discretization error in energy norm may be estimated as $\|u^* - u_h\|^2 \leq 0.5(J(u_h) - J(u^*))$, where $u^*$ is the solution of the continuous problem in weak form. Table 2 contains also the minima of the Ritz functional and the differences to the extrapolated limit $J^* = 0.84657$. The estimated error shows the expected convergence rate $\|u^* - u_h\|^2 = O(h)$ for a solution $u \in H^{1.5}(\Omega)$.

Next, we implemented a nested iterative scheme. On level 3 the problem was solved.
nearly exactly. On the refined levels we used the prolonged approximative solution of the previous level as initial guess and applied just a fixed number of three steps of the multiplicative algorithm. The prolongation for the primal component $u_h$ was done naturally by linear interpolation. For the dual component $p$, which is a functional in $H^{-1/2}(\Gamma_C)$, the $L_2(\Gamma_C)$ representative in $V_h$ was calculated and extended naturally. By the nested method we got nearly the same upper bound for the error within the (accumulated) solver times and total times, including mesh refinement, assembling and solving, shown in Table 3.

Because of the singularities in the solution, an adaptive refined mesh has large advantages with respect to memory requirements and CPU time. For linear problems, the residual error estimator [33] provides one upper and lower bound for the discretization error in energy norm. Without claiming to compute upper and lower bounds to the error, we apply the residual error estimator to the Signorini problem. We compute for each element $T$ the element contribution

$$\eta_T^2 = h_T^2 \| f \|_{0,T}^2 + 0.5 \sum_{E \in \partial T \cap \partial \Omega} h_E \| [n_E \nabla u_h]_E \|_{0,E}^2 + \sum_{E \in \partial T \cap \partial \Sigma} h_E \| n_E \nabla u_h \|_{0,E}^2,$$  \hspace{1cm} (41)$$

where $h_T$ is the longest edge of the triangle $T$, $h_E$ is the length of the edge $E$, $n_E$ is the outer normal to the edge, and $[\cdot]_E$ denotes the jump across the edge. $E(T)$ denotes the 3 edges of an the triangle $T$, $E_h$ contains all inner edges of the triangulation and $E_N$ contains all edges on $\Gamma_N$ and all edges on $\Gamma_C$, on which not both nodes are in contact. All elements $T$ fulfilling $\eta_T \geq 0.5 \max_T \eta_T$ are marked for refinement. Mesh refinement is done by regular (red) subdivision of marked elements plus forming the conforming (green) closure [33]. Irregular refined elements are removed before further refinement takes place. We calculated the 'error estimator' $\eta^2 = \sum_T \eta_T^2$ and compared it to the error bound $J(u_h) - J^*$. Again, we used a nested solver with three iterations per level. Table 4 shows the results. Although the time complexity is not $O(N)$ anymore, the growing of CPU time is moderate. The adaptive refined mesh at level 11 is given Figure 1.

As announced in the introduction, we have also numerical results for the plane elasticity problem. For the first example, we set

$$\Omega = [0, 1] \times [0.05, 1.05], \quad V = \left\{ v \in \left[H^1(\Omega)\right]^2 : v = 0 \text{ on } \{0\} \times [0.05, 1.05] \right\},$$

<table>
<thead>
<tr>
<th>level</th>
<th>$N$</th>
<th>$N_C$</th>
<th>$J(u_h)$</th>
<th>$J(u_h) - J^*$</th>
<th>solver time [sec]</th>
<th>total time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>25</td>
<td>6</td>
<td>0.9180</td>
<td>0.0714</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>4</td>
<td>81</td>
<td>9</td>
<td>0.8909</td>
<td>0.0443</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>5</td>
<td>289</td>
<td>17</td>
<td>0.8706</td>
<td>0.0240</td>
<td>0.23</td>
<td>0.41</td>
</tr>
<tr>
<td>6</td>
<td>1089</td>
<td>33</td>
<td>0.8588</td>
<td>0.0122</td>
<td>0.58</td>
<td>1.25</td>
</tr>
<tr>
<td>7</td>
<td>4225</td>
<td>65</td>
<td>0.8527</td>
<td>0.0061</td>
<td>2.01</td>
<td>4.56</td>
</tr>
<tr>
<td>8</td>
<td>16641</td>
<td>129</td>
<td>0.8496</td>
<td>0.0030</td>
<td>8.42</td>
<td>18.5</td>
</tr>
<tr>
<td>9</td>
<td>66049</td>
<td>257</td>
<td>0.8481</td>
<td>0.0015</td>
<td>35.2</td>
<td>75.3</td>
</tr>
<tr>
<td>10</td>
<td>263169</td>
<td>513</td>
<td>0.8473</td>
<td>0.0007</td>
<td>144.2</td>
<td>305</td>
</tr>
</tbody>
</table>

Table 3: Nested iteration
| level | $N$  | $N_C$ | $J(u_h)$  | $J(u_h) - J^*$ | $N(J(u_h) - J^*)$ | $\eta^2/(J(u_h) - J^*)$ | $T [\text{sec}]$ |
|-------|-----|-------|-----------|----------------|--------------------|---------------------------|----------------|-------|
| 3     | 25  | 5     | 0.95503   | 0.10847       | 2.71               | 3.7                       | 0.1            |       |
| 6     | 65  | 14    | 0.86489   | 0.01831       | 1.19               | 17.8                      | 0.3            |       |
| 9     | 173 | 28    | 0.85287   | 0.00630       | 1.09               | 24.3                      | 0.8            |       |
| 12    | 423 | 54    | 0.84889   | 0.00232       | 0.98               | 27.4                      | 2.1            |       |
| 15    | 1087| 94    | 0.84741   | 0.00084       | 0.91               | 28.8                      | 5.8            |       |
| 18    | 2177| 123   | 0.84700   | 0.00043       | 0.94               | 29.4                      | 14.9           |       |
| 21    | 4441| 183   | 0.84677   | 0.00020       | 0.87               | 30.7                      | 32.0           |       |
| 24    | 8136| 248   | 0.84668   | 0.00011       | 0.88               | 31.0                      | 71.3           |       |
| 27    | 15275| 336   | 0.84662   | 0.00005       | 0.83               | 31.9                      | 152.3          |       |
| 30    | 26170| 437   | 0.84660   | 0.00003       | 0.85               | 33.1                      | 311.4          |       |

Table 4: Adaptive refinement

Figure 1: Uniform and adaptive grid with 289 and 311 Nodes, respectively
The corresponding bilinear form is continuous and, due to Korn’s inequalities, also elliptic modulo the rigid body motions. Therefore a block diagonal preconditioner consisting of two copies of preconditioners for the Laplace equation can be used. We used two times the DD - preconditioner for the Laplacian.

The injection of the boundary space into the global space is now replaced by the injection in normal direction. In the contact zone the normal direction is $(0, 0, 1)$. We applied the nested multiplicative approximative algorithm with the parameters $\Lambda = 0.4$, $\lambda = 4$, and 12 iterations per level. For the first example, we got the discretization errors shown in Table 5. We observe from Table 5, that the squared error $\|u - u_h\|^2 \leq ch^2$, which is the optimal convergence rate for smooth solutions. Therefore an uniformly refined mesh leading to an assymptotically optimal algorithm can be used. We got similar results for the second elasticity example. Both deformed bodies are drawn in Figure 2. For the dual component $p$ the $L_2(\Gamma)$ representative is calculated. It is the normal traction, which is also drawn in Figure 2.
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Figure 2: Elasticity problems
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